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This paper describes a heuristic method for sequencing barge un-
loadings at terminals that have regulated unloading rates or flows
with the objective of minimizing the variation of a common constituent
in the final combined output. The work was undertaken in response
to the desire of a steel manufacturer to minimize the maximum sulfur
content in coal entering the coking ovens after being mixed by the
simultaneous unloading of barges onto a common conveyor. Although
the problem may be given an integer programming formulation, the
solution method we propose enables one to obtain optimal or near
optimal solutions by hand. A hypothetical problem is solved to il-
lustrate the procedure.

rEe following discussion presents a method for obtaining optimal or near
optimal solutions to a class of scheduling problems. The prototype problem
that motivated this work involves the sequencing of the unloading of coal
barges at pre-assigned piers. However, a class of scheduling problems un-
related to the shipping of coal or the unloading of barges is also amenable to
the same basic form of analysis. Although this class of problems can be

* The work of the second author was supported in part by a grant from McKinsey
and Co., Inc.
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given an integer programming formulation, the solution method we propose
enables one to obtain optimal or near optimal solutions by hand (i.e.,
requiring only a pencil, paper, and perhaps, a desk calculator) in less than
twenty minutes for problems whose integer programming formulation
involves approximately 153 variables and 70 constraints. In addition, once
the required ‘tableau’ for the method has been determined, problems in-
volving different data sets may be solved even more rapidly.*

The problem for which this technique was initially developed may be
described as follows. Coal that is to be subjected to a coking process is
shipped by barge from several different suppliers (coal mines) to a common
receiving area. Each supplier has his own pier at the receiving area at which
barges from his mine(s) alone may be unloaded. The coal is moved by
conveyors from each of the piers and dumped into a common receptacle.
The eomposition of the coal in this receptacle is determined by two factors:
(1) the composition of the coal in the barges that are being unloaded at a
particular time, and (2) the rate at which the coal from each pier is con-
veyed to and deposited in the receptacle. For example, if the conveyor from
one pier has twice the speed (or capacity) of the conveyor from another pier,
then the final mix will contain twice as much coal from the first pier as from
the second.

The proportions at which the coal from the different piers is mixed are
important because the coal is not completely pure, but instead contains a
certain amount of sulfur. This sulfur must be neutralized by the addition
of chemicals (primarily lime) at the coking ovens. The objective of our
scheduling technique is to minimize the cost of this neutralization process.

The parameter of the physical system that can be manipulated to achieve
this cost minimization is the sequence in which barges are unloaded at the
piers. We seek to determine an unloading schedule for the barges that
minimizes the maximum percentage of sulfur occurring in the final mix
over the unloading cycle. This ‘min-max’ objective arises from the fact that
sufficient chemicals must be added at all times in the coking process to
neutralize the maximum percentage of sulfur encountered over this un-
loading period. Thus, if the mixed coal flowing into the recepticle contains 1
percent of sulfur except for short time intervals during which it contains 3
percent of sulfur, sufficient chemicals to neutralize a 3 percent sulfur content
must be added at all times in the coking ovens. Therefore, minimizing the
maximum sulfur content constitutes a reasonable surrogate for minimizing
the cost of the neutralization process.

* For a review of other approaches to scheduling problems, see references 2, 3,
6, 7, and 8.
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THE SOLUTION METHOD

To pEscriBE THE proposed solution method, we shall first introduce some
basi¢ terminology and notation. As remarked in the previous section, the
proportions in which the materials from the barges are mixed are determined
by the rates at which the flows from the piers or terminals enter into a com-
mon conveyor. Thus, with each of the k terminals we associate a ‘mixing’
proportion pi that is independent of the barge being unloaded. The set of
available barges or sources that supplies the kth terminal will be denoted by
Sk = (Sw, 8w, -+, Suw). Bach barge Sy supplies the same discrete
unit of the basiec material. In addition, the percentage g of sulfur contained
in each source Sj is known. Therefore, the actual percentage @ of sulfur
that will go into the final mix from barge j at terminal k, S , will be the
percentage of sulfur in the barge ¢ weighted by the rate of mixing p; ;
or Qi = qupi . Thus, theset Qx = (Quw, Q2x, * - - , Quyzx) May be associated
in one-to-one correspondence with the set Si (See Fig. 1).

The time intervals required to consume a unit of material at terminal
may be computed from the relation # = 1/p: . These times can be used to
generate a schedule for the use of the terminals by the barges, since a new
barge must be scheduled for unloading at terminal k every ¢ units of time.
It is to be emphasized that each terminal can be supplied by only one barge
at a time, and that there is no mixing of successively received units of the
material. We shall assume for convenience that all terminals begin to be
supplied simultaneously, and that no terminal contains an initial supply
of the material. However, this assumption may be eliminated through the
provision of a lead factor. Finally, the time required to replace an empty
barge at a terminal by the next scheduled barge is assumed to be negligible,
and may be ignored. Thus, starting from time 0, the use of the 7th barge
scheduled at terminal k will begin at time Ty = (¢ — 1)# .

To apply our solution method we identify a set of times T, T>, - -+,
T ymaxy With the property that during any interval 7, < t < T,y exactly
one unique set of barges is being unloaded at the terminals. Specifically,
we accomplish this by setting 7', = 0, Ts = min (T'%), T > 0, and gen-
erally, T, = min (T), Ta > Ty . The value of the largest ¢ such that T,
is represented in the schedule will depend on the time period over which it is
feasible or convenient to project the sequencing of barges.*

The decision to select barge j to be the 7th one sequenced at terminal &
is equivalent to adding the amount @ of sulfur to each unit of the final

* If the number of available barges ig larger than the number that ean be incor-
porated in a particular schedule, it is reasonable to ask that the subset selected for

the schedule be as nearly representative of the whole as possible. However, we do
not concern ourselves with this problem in this paper.
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mix over the time interval from Ty t0 Tiyix . It is convenient to suppose
the barges are indexed so that Sy denotes that barge 7 at terminal & is put
into use at time T . The total amount X, of sulfur in a unit of the final mix
throughout any time interval 7, < ¢t < T,y may now be identified. If, for

PIER

COMMON
RECEPTICLE PIER kK

Fig. 1. Unloading system.

a given k, we let I, denote the unique ¢ such that Tu £ Ty < Tiq1s, then
X, is given by the formula X, = 2 x Q.

The analytic structuring of the problem is completed via a scheduling
matrix A = (agx), where the entries a; are the quantities Qrx from the
formula for X, . Thus for each time index ¢ the entries of the row vector 4,
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of A are the amounts of sulfur contributed per unit of mix by the barges in
use during the time period 7'y = ¢ < T441 . By affixing the column vector
X = (X,) to the right of the 4 matrix we obtain a partitioned table in
which the row elements of columns 1 through n sum to the corresponding
row elements of column n + 1.

We will consider four related objectives that may be stated in terms of the
foregoing definitions as follows: (1) minimize the maximum (X,) for all ¢;
(2) minimize the maximum (X, — M) for all ¢ such that X, — M = 0
where M = mean (X,); (3) minimize the maximum (|X, — M|);
and, (4) minimize the maximum [(Ty1. — T)(| X, — M |)]. Other
similar objectives are also readily amenable to the solution methods to be
suggested. For example, the absolute deviations in objectives (3) and (4)
above could be replaced by squared deviations.

A Method for Objective (1)

Given the indicated structuring of the problem, a method for obtaining
optimal or near optimal solutions according to objective (1) may now be
described. We first observe that the augmented matrix (A, X) reflects the
consequences of sequencing the barges at each ferminal k¥ so that Sy
precedes Si;1, . To obtain a better sequencing in terms of objective (1),
the maximum component of X, which we designate as X,, = max, (X,),
must be reduced. Therefore, we seek a column ¢ and a row r such that
Gme > Qre , since switching the scheduling of the barges associated with these
entries will reduce X n by @me — @ .* However, the effect of this reschedul-
ing will also include changes in X, for ¢ other than m, and for an improve-
ment to occur we must ensure that we do not produce a new X,, as large as
the old one. Thus, more extensive analysis of the augmented scheduling
matrix (A, X) isrequired in order to project the complete consequences of a
switch in the sequencing of two barges.

The time interval Ty < { < Ty during which the ¢th barge is se-
quenced at terminal k is partitioned by a subset of the 7', ; i.e., there are
some ¢ and some & > ¢ for which 7' = T, and Tiq16 = T . Thus for the
ith sequenced barge at terminal k& we can define the set 7" = (¢| T =
T, < Tiprifandonly if T = Ts < Tiy1.k), which associates any time T
with range of g values such that 7', and 7' belong to the time interval during
which a unique barge at terminal & is in use. The elements of 74" are the in-
dexes of a set of consecutive rows in the A matrix. Thus, to the first crite-
rion for a scheduling change, am. > a,. , we add the second:

Xq + (amc - arc) < Xm

* The validity of this and related assertions may be established directly by refer-
ence to the definitions, and detailed proof is omitted.
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for all ¢ in T,°. This assures that the switch in the sequencing of the two
barges will leave the altered values of X, less than the specified X

Using this same notation, we can speclfy the new matrix 4’ resultlng
from A and the new column vector X resulting from X as a consequence of
the sw1tch in the sequencing of the two barges as follows: (i) aqc = Gy
and X, = X; ~ (Gme — @) for all geTn’; (n) Gge = ameand X, = X, +
(@mo — @re) for all geT,%; (iii) ag = ag and X, = X, for all other ¢ and k.

Thus, the method may be summarized as follows:

0. Set up the matrix A and the vector X.

1. Identify indexes m, r, and ¢ such that X,, = maxg (Xg), Gme > 0rc, and
X, + (@me — Gre) < X for all g in T,°. If such a set of indexes does not
exist, the method stops. Otherwise,

2. Determine A’ and X' as indicated in (i), (ii), and (iii). Redesignate A’
and X' to be the new 4 and X and return to instruction 1.

The process is recursive and ends when there are no more reschedulings that
satisfy the specified criteria. It must terminate since the X, cannot be
reduced indefinitely.

ILLUSTRATIVE EXAMPLE

THis sECTION presents a numerical example illustrating the method for
accommodating objective (1). Although the problem considered is of
moderate size, it is representative of the class of problems to which the
heuristic solution method may be applied. The example problem considers a
receiving dock of a company that consists of five piers, each with an as-
sociated fleet of coal-laden barges waiting to be scheduled for unloading. We
wish to discover a schedule that will minimize the maximum percentage of
sulfur in the coal during unloading in accordance with the situation de-
scribed in the first section.
Using the notation of the preceding section, the vector P = (pi; 5 = 1,
, 5) of the proportions in which the materials from the piers are mixed is

= (%5: %5’ %5) %51 %5)

There are 2 barges in the set S, of those available for unloading at pier 1,
3in S:,5in Ss, 7 in Sy, and 8in S5 . These numbers have been selected so
that the table will represent a scheduling cycle. From P we can determine
the time required for a barge to be unloaded at pier k using the relation
& = 1/py (each barge carries an equal load). From the relation Tu =
(7 — 1)ty , the times at which the successive barges should begin to unload
at each pier are given by
Ti:0, 1234,

Tx:0, 813, 1624,
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T4:0, 5, 10, 15, 20,
T“:O? 3%7 7}47 10%7 14;4; 17947 21%:
Tl'6:0) 3}§: 6}47 93/: 12}67 15%’ 18%7 21%'
From the Ty we see that the vector T' = (7,) defined in the preceding sec-
tion is given by T = (0, 3¢, 344, 5, 614, - -- , 20, 2134, 2174). The un-
loading of the barges will be completed in 25 units of time.

The percentages of coal contained in each barge are as follows:
¢,1:0.00500, 0.00875,
¢52:0.00500, 0.00750, 0.01000,

TABLE I
Initial Table
q Tq (Tgr1 — Tg) St Sa S3 Se Ss Xq
1 0 314 4 12 7 15 8 46
2 31% 25£¢ 12 50
3 34¢ 134 14 49
4 5 134 10 52
5 (374 2844 14 54
6 (2] 134, 10 50
7 844 1344 9 47
8 934 5 17 50
9 10 54 11 51
10 1034 114y 9 50
11 1214 1134, 7 19 55
12 1424 54 8 54
13 15 5% 13 56
14 155¢ 1384 24 61
15 1624 144, 6 58
16 178¢ 254¢ 7 57
17 1834 14 28 61
18 20 134 16 64
19 2134 254, 5 62

20 21%% 318 30 64

g53:0.00350, 0.00500, 0.00550, 0.00650, 0.00800,

¢7:0.00179, 0.00250, 0.00286, 0.00321, 0.00357, 0..00500, 0.00536
¢55:0.00250, 0.00375, 0.00437, 0.00531, 0.00594, 0,00750, 0.00875, 0.00937.
The quantities @ » are obtained from the relation @,z = pigs for all 7 and k.
For example,

Qu = pPugn = (%5)(0.00500) = 0.0004.

In order to facilitate subsequent computations, the @ » have been multiplied
by 10,000 and are shown below.
Qi1:47 77
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ng: ].2, 9, 6,

Qis:7, 10, 11, 13, 16,

Qj4:15, 14, 10, 9, 8, 7,5,

Q;5:8, 12, 14, 17, 19, 24, 28, 30.

This scaling of the @ implies that the resulting X, values will be similarly
scaled, and the ‘“true’ X, values can be obtained by dividing by 10,000.
The operation of the heuristic is of course unaffected by such scaling. We
have arranged the Q; in descending order for even k and in ascending
order for odd % in order to reduce the variation of X, in the initial table.

TABLE I1
Results of First Iteration
q S1 S S Sa Ss Xq
1 4 12 16 15 8 55
2 12 59
3 14 58
4 10 52
5 14 54
6 10 50
7 9 47
8 17 50
9 11 51
10 9 50
11 7 19 55
12 8 54
13 13 56
14 24 61
15 6 58
16 7 57
17 28 61
18 7 55
19 5 53
20 30 55

This arrangement may be regarded as a first step toward achieving the
desired objective. The @ are inserted into the table with the appropriate
column being determined by the subseript k. The eligible rows into which
the values are placed are identified from the Ty for each k. For example,
the values for &k = 1 are placed in column 1 in rows ¢ determined by T's; =
T,, ie., in the rows ¢ corresponding to times 0 and 1214. The remaining
cells under each value are left blank, although each is implicitly assigned
the value of the first nonempty cell above it and in its column. The X,
may then be determined by summing the rows. The completed initial table
appears as Table I. The column (T — T) is not required for objective
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(1), but is shown for illustrative purposes. [The column is useful for ac-
commodating objective (4), as discussed later.]

To illustrate the rescheduling process, Table I1 will be derived showing
the results of the first application of instructions 1 and 2 of the method.
We use the notation (@, ¢) — (b, ¢) to denote that the rescheduling con-
sists of exchanging the barge associated with row a, column c, for that
associated with row b, eolumn ¢ of the A matrix. We select Xa = 64 as
X in the initial table. Several potential changes exist; however, the differ-

TABLE III
Final Solution
q S1 S N S Ss Xq
1 4 12 16 10 14 56
2 8 50
3 15 55
4 13 52
5 12 56
6 14 55
7 9 52
8 17 57
9 i1 55
10 9 50
11 7 19 55
12 8 54
13 10 53
14 24 58
15 6 55
16 5 52
17 28 56
18 7 53
19 7 55
20 30 57

ence between az,; = 16 and @,,3 = 7 is the greatest in the relevant columns
and the addition of the difference of 9 to X, X», and X; does not produce
a value as large as 64. Therefore, we carry out the change (18, 3) — (1, 3),
with the results shown in Table IT.

We now select X4 as X,, , and make the exchange (13, 3) — (4, 3),
which decreases X,; through X7 by 3, and increases X, through X5 by the
same amount. The subsequent reschedulings, not accompanied by tables,
are (1’ 4) - (6) 4)9 (2’ 5) - (la 5)) (5, 5) - (1’ 5)9 (61 4) - (3) 4): and
(16, 4) — (19, 4). The final table shown in Table III has a maximum X,
of 58. In reality, this value for the maximum was reached after three steps,
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but there were five occurrences of it. The last four steps eliminated four
of the five, leaving only X .

It should be observed that this method also substantially reduced over-
all variation in the X, and so may be used to produce a starting schedule
for the methods tailored specifically to attain objectives (2), (3), and (4).

Modifications and Extension of the Method for Objective (1)

It may be noted that, because of the redundancy of data, only very
small amounts of information are handled in accomplishing each single
rescheduling. For practical purposes the data to be considered might be
further reduced by ignoring rows associated with extremely small values
of (Tq41 — T,). This would be particularly appropriate for objective (4).

Note too that a complete new table is not required for each exchange
or iteration. The changes can be made by merely erasing or striking-out
the old values and writing in the new ones.

The heuristic rescheduling process may be strengthened or quickened
in several ways. For objective (1), the exchange that leaves X,, the smallest
may be sought instead of selecting any exchange reducing X ,, or the number
of X,’s. This rule was applied to the illustrative example and the number
of additional side computations required was not excessive.

The solution method as it is presently formulated does not consider
the exchange of scheduled barges for more than one terminal at a time,
or the exchange of more than two barges at a time. There is no procedural
difficulty involved in removing these restrictions; however, the amount
of additional computation required rises rapidly with increases in the
numbered of alternatives considered.*

It is of course theoretically possible that a better schedule could be
determined by other than a strict monotoniec reduction of the greatest
X,. With larger and more intricate problems it might be profitable to
‘perturb’ a locally optimal schedule by allowing some number of exchanges
that merely constrain X to lie inside a certain interval, and then begin
the original process again. Because the solution process is very fast, it would
also be entirely reasonable to restart the method several times from various
randomly generated initial schedules. The results of successive convergences
could then be compared, and the best schedule generated put to use.

This solution method can readily be extended to the more general case
where the barges are not preassigned to specific terminals. For example,
assume that a total of M5 barges are available for scheduling at any of k£
terminals, each having a unique mixing rate Py . Once again, the & and

* The method used to determine an initial scheduling table can make a significant
difference in the number of iterationsrequired to bring the X, close to their optimum.
For such considerations, see reference 4.
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T s may be calculated for each terminal. The 7' will determine the number
of barges required at each terminal during the scheduling cycle, which may
be denoted by M} . Randomly assign M}, unique barges from the available
M, barges to each of the k terminals and proceed as previously described.
The only stipulation is that Zk M, £ Ms.

ADDITIONAL OBJECTIVES

OBJeCTIVES (2), (3), AND (4) defined in the second section may be handled
in a manner similar to our proposed treatment of objective (1) by reference
to an evaluation vector ¥V whose components are given by V, = X, — M
where M = mean (X,). An alternative definition of M, which would be a
constant for a particular sequence of tables, would be M = Y., (To41 —
T X./(T.), where T, represents the total time involved in the scheduling
cycle.

Objective (2) may in fact be accommodated exactly as objective (1),
using the criterion V, > 0 as a guide to possible reschedulings. Objective
(3) requires a slightly more complicated modification of the basic procedure
as follows: Select V,, from the components V, such that | V., | = | V| for
all . If V., > 0, find a row r and a column ¢ so that

(1) Qe > Qre
(i) Vi + (@me — @re) < VumforallgeT,, and
(iii) Vg — (@me — @re) > =V forall g e Tw'. If V.. < 0, find row r and
column ¢ so that
(1) aye > Gme,
(i) Vg4 (re — @me) < —Vnforall g e T, and
(i) V4 — (are — @me) > Vo for all g € 7,°. The creation of the remainder
of the new table, (4X), is exactly the same as before.

The procedure for objective (4) may be made identical to that of objec-
tive (3) by substituting for each variable V, the product of that variable
and (T, — T,) in conditions (ii) and (iii) above.

OTHER CONSIDERATIONS AND APPLICATIONS

A VARIETY OF problems other than those involving the sequencing of
barges can be put into the same general framework provided by the nota-
tion of the second section, including certain types of machine scheduling
and manpower smoothing problems. The common abstract representation
of these problems can in turn be formulated as an integer linear program.™
To conserve space, we have not detailed these problems and their integer
programming formulation here, but refer the interested reader to reference
4. However, it is worth remarking that the specific problem that generated

* For a review of solution techniques, see references 1 and 5.
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this study, which involves about 100 barges and four terminals, would
require on the order of 2,800 variables and 270 constraints. Thus, for
practical application it appears that an approach (such as the one developed
in the previous sections) for obtaining answers with considerably less
effort than required with the integer programming formulation is particu-
larly desirable.
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