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Abstract

We introduce a new class of second-order cover inequalities whose members are generally stronger than the classical knapsack cover inequalities that are commonly used to enhance the performance of branch-and-cut methods for 0-1 integer programming problems. These inequalities result by focusing attention on a single knapsack constraint in addition to an inequality that bounds the sum of all variables, or in general, that bounds a linear form containing only the coefficients 0, 1, and −1. We provide an algorithm that generates all non-dominated second-order cover inequalities, making use of theorems on dominance relationships to bypass the examination of many dominated alternatives. Furthermore, we derive conditions under which these non-dominated second-order cover inequalities would be facets of the convex hull of feasible solutions to the parent constraints, and demonstrate how they can be lifted otherwise. Numerical examples of applying the algorithm disclose its ability to generate valid inequalities that are sometimes significantly stronger than those derived from traditional knapsack covers. Our results can also be extended to incorporate multiple choice inequalities that limit sums over disjoint subsets of variables to be at most one.
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1. Introduction

The class of knapsack cover inequalities (or cover cuts) introduced by Balas (1975), Hammer et al. (1975), and Wolsey (1975) have enjoyed a well-deserved reputation for being useful to improve the solution of 0-1 integer programming (IP) problems, both in pre-processing and in tightening relaxations (see, e.g., Savelsberg (1994) and Nemhauser et al. (1994)). In this paper, we introduce a class of second-order cover (SOC) inequalities whose members are generally stronger than the classical knapsack cover inequalities, based on a proposal of Glover (1971) for generating inequalities by reference to the joint implications of a surrogate constraint and supplementary constraints involving bounds on nested sums of variables. The particular second-order cover inequalities for the case that we focus on in this paper, which also relate to the strengthened inequalities of Glover et al. (1997), arise in the situation where a knapsack constraint is accompanied by a single additional constraint that bounds the sum of all variables.

Consider the following sets, defined respectively by a knapsack constraint and a supplementary constraint in terms of 0-1 variables $x_j, j \in N = \{1, ..., n\}$:

$$K = \{x: \sum_{j \in N} a_j x_j \geq a_0\} \quad (1)$$

$$S = \{x: \sum_{j \in N} x_j \leq u\}. \quad (2)$$

Let

$$X = \{x \text{ binary: } x \in K \cap S\}.$$

The upper bound $u$ is assumed to be a positive integer less than $n$, and the $a_j$-coefficients are real numbers, without restriction on their signs. Consequently, our results also apply to the case in which the supplementary bounding inequality might include coefficients of $-1$ as well. That is,
the inequality defining $S$ might originally arise from some constraint in 0-1 variables $y_j$ in the form $\sum_{j \in N_1} y_j - \sum_{j \in N_2} y_j \leq u_0$, which we can cast in the form (2) (and adjust (1) accordingly) by the customary use of complementation, i.e., by setting $x_j = y_j$, $\forall j \in N_1$, and $x_j = 1 - y_j$, $\forall j \in N_2$, taking $N$ to be the union of $N_1$ and $N_2$, and letting $u = u_0 + |N_2|$. As a special instance, our analysis also applies to the situation where the inequality defining $S$ has the form $\sum_{j \in N} x_j \geq \ell$, and by extension, includes the case where this is more generally replaced by

$$\ell \leq \sum_{j \in N} x_j \leq u. \quad (3)$$

As shown in Glover (1965), the constraint (3) can be usefully employed in conjunction with (1) to force individual variables to receive a value of 0 or 1. The present work may be seen as a generalization that derives bounds on sums of variables, and not just on individual variables, building on the perspectives underlying the work of Glover (1971) for exploiting nested inequalities. The new results differ from those on nested inequalities by characterizing the sets of variables over which non-dominated cuts can be generated, while at the same time identifying the strongest form of these cuts for the chosen sets. Based on this characterization and associated theorems on dominance implications, we design an algorithm that generates all non-dominated second-order cover inequalities, and illustrate how this procedure can be used to yield cuts that are stronger than knapsack cover cuts.

From a practical standpoint, the present work is additionally motivated by the finding of Vasquez and Vimont (2005) that a strategy of imposing bounds on the sum of variables can improve the efficiency of solving multi-dimensional knapsack problems. Our results also have application in the context of the logic cuts of Hooker (1994) and Hooker and Osorio (1999), and
more generally, in the setting of cutting planes generated and exploited in Osorio et al. (2002). Related areas of application are also identified in Hanafi (1994) and in Spielberg and Guignard (2000).

The remainder of this paper is organized as follows. In the next section, we introduce some relevant notation, derive the fundamental second-order cover (SOC) inequality, and discuss the basic concept of dominance. Section 3 discusses some preprocessing strategies, and Section 4 presents our main dominance theorem and designs routines for generating SOC inequalities and checking for non-dominance. Several additional dominance results are established in Section 5, which lays the groundwork for deriving the entire class of non-dominated SOC inequalities. Conditions under which such non-dominated SOC inequalities are facetial with respect to the convex hull of $X$ (denoted conv($X$)), and a technique for lifting these inequalities otherwise, are explored in Section 6. Finally, Section 7 closes with a discussion on connections with surrogate constraints and extensions to higher-order cover inequalities.

2. Second-order Cover Inequalities and Non-Dominance

For the sake of convenience in our derivation, let us assume without loss of generality throughout that

$$a_1 \geq a_2 \geq \cdots \geq a_n$$  \hspace{1cm} (4a)

and that

$$X \neq \emptyset, \text{ that is, } \sum_{\substack{j=1 \\ a_j > 0}}^{\mu} a_j \geq a_0.$$ \hspace{1cm} (4b)
Let $J$ be an arbitrary subset of $N$ containing at most $u$ elements, and denote its complement by $NJ = N - J$. Given any $J$ and $NJ$, define the subsets $J(h) \subseteq J$ and $NJ(h) \subseteq NJ$, depending on an index count $h$, as follows:

\begin{equation}
J(h) = \{\text{set of } h \text{ smallest indices in } J\}, \quad 0 \leq h \leq |J| \tag{5a}
\end{equation}

\begin{equation}
NJ(h) = \{\text{set of } \min\{h, |NJ|\} \text{ smallest indices in } NJ\}, \quad 0 \leq h \leq u. \tag{5b}
\end{equation}

Accordingly, define the corresponding sums of coefficients

\begin{equation}
S_J(h) = \sum_{j \in J(h): a_j > 0} a_j, \quad 0 \leq h \leq |J|, \quad \text{and} \quad S_{NJ}(h) = \sum_{j \in NJ(h): a_j > 0} a_j, \quad 0 \leq h \leq u \tag{6}
\end{equation}

where these sums are taken to be zeros if the associated sets are empty.

**Proposition 1.** Consider any nonempty $J \subseteq N$, and let $p \in [0, \min\{u, |J|\}]$ be the smallest integer such that $S_J(p) + S_{NJ}(u - p) \geq a_0$. Then

\begin{equation}
\sum_{j \in J} x_j \geq p \tag{7}
\end{equation}

is a valid second-order cover (SOC) inequality implied by $X$.

**Proof.** Note that from (4), (5), and (6), we have that the solution to $\min\{\sum_{j \in J} x_j : x \in X\}$ will be realized by finding the smallest $p \in [0, \min\{u, |J|\}]$ such that the sum of the $p$ largest (positive) coefficients $a_j$ for $j \in J$, plus the sum of the up to $(u - p)$ largest (positive) coefficients $a_j$ for $j \in NJ$ is at least $a_0$, i.e., $S_J(p) + S_{NJ}(u - p) \geq a_0$. Hence, we have,

\begin{equation}
\min\{\sum_{j \in J} x_j : x \in X\} = p, \tag{8}
\end{equation}

which implies the validity of (7). ◻
Corollary 1. The second-order cover inequality (7) implies the following under $x \in S$:

$$
\sum_{j \in N J} x_j \leq u - p. 
$$

(9)

Proof. Follows directly from the inequalities in (2) and (7). \qed

An obvious implication of Corollary 1 is that if (7) is valid with $p = u$ for some $J$, then (9) directly yields $x_j = 0, \forall j \in NJ$, i.e., these variables can be eliminated from the problem.

Now, consider a pair of valid SOC inequalities of type (7) given by

$$
\sum_{j \in J} x_j \geq p, \text{ where } \min\{ \sum_{j \in J} x_j : x \in X\} = p
$$

(10a)

and

$$
\sum_{j \in J'} x_j \geq p', \text{ where } \min\{ \sum_{j \in J'} x_j : x \in X\} = p'.
$$

(10b)

We say that (10a) dominates (10b) over the unit hypercube H = \{x: 0 \leq x \leq e\}, where e is a vector of ones, if (10b) is implied by (10a) over H, i.e.,

$$
\min\{ \sum_{j \in J'} x_j : \sum_{j \in J} x_j \geq p, 0 \leq x \leq e\} \geq p'.
$$

(11a)

Observe from (10 a, b) that whenever (11a) holds true, we have

$$
p' = \min\{ \sum_{j \in J'} x_j : x \in X\} \geq \min\{ \sum_{j \in J'} x_j : \sum_{j \in J} x_j \geq p, 0 \leq x \leq e\} \geq p',
$$

that is, equality holds true throughout. Hence, equivalently, (10a) dominates (10b) over H if and only if

$$
\min\{ \sum_{j \in J'} x_j : \sum_{j \in J} x_j \geq p, 0 \leq x \leq e\} = p'.
$$

(11b)
Proposition 2. Consider the pair of SOC inequalities (10a) and (10b), and suppose that $|J - J'| = r$. Then (10a) dominates (10b) over $H$ if and only if $p' = \max\{0, p - r\}$. In particular, if $p' \geq 1$, then this happens if and only if $p = p' + r$.

Proof. Observe that the problem on the left-hand side of (11b) is solved by setting $x_j = 1$, $\forall j \in J - J'$, and then setting $x_j = 1$ for some $\max\{0, p - r\}$ indices $j \in J \cap J'$, and $x_j = 0$ otherwise. Hence, the optimal objective function value of this problem equals $\max\{0, p - r\}$.

Therefore, from (11b), the SOC inequality (10a) dominates (10b) over $H$ if and only if $p' = \max\{0, p - r\}$. Moreover, if $p' \geq 1$, then this occurs if and only if $p' = p - r$, i.e., $p = p' + r$. □

In other words, an SOC inequality $\sum_{j \in J'} x_j \geq p'$ with $p' \geq 1$ would be non-dominated (ND) by the viewpoint of Proposition 2 if we cannot construct a $J \subseteq N$ that has some $r$ additional elements than $J'$ does, and, say, has some $r'$ elements removed from $J'$, and yet we have that $\sum_{j \in J} x_j \geq p = p' + r$ is a valid SOC inequality, where at least one of $r \geq 1$ and $r' \geq 1$ holds true.

In fact, as we show next, there is an equivalent characterization of non-dominance in terms of a simpler, local non-dominance property. Specifically, we will say that (10a) locally dominates (10b) over $H$ if either one of the following conditions holds true:

(i) $J \subseteq J'$ and $p = p' \geq 1$ (nontrivial case of $r = 0$ and $r' \geq 1$) \hspace{1cm} (12a)

(ii) $J = J' \cup \{j\}$ for some $j \notin J'$, and $p = p' + 1$ (case of $r = 1$ and $r' = 0$). \hspace{1cm} (12b)

Moreover, we will say that an SOC inequality $\sum_{j \in J'} x_j \geq p'$ is locally non-dominated (LND) if $p' \geq 1$ and there does not exist a $J \subseteq N$ that locally dominates it.
Now, consider the following result.

**Proposition 3.** Consider an SOC inequality (10b) having \( p' \geq 1 \). Then this is LND if and only if it is ND.

**Proof.** If the given SOC inequality (10b) is ND, then it is obviously LND. Hence, suppose that (10b) is LND and let us show that it is ND. On the contrary, suppose that there exists an SOC inequality (10a) based on a set \( J \subseteq N \), with \( |J - J'| = r \) and \( |J' - J| = r' \), where at least one of \( r \geq 1 \) and \( r' \geq 1 \) holds true, and where \( p = p' + r \) (see Proposition 2). Hence, we have

\[
P_1: \quad \min \{ \sum_{j \in J} x_j : x \in X \} = p = p' + r.
\]

For convenience, denote \( v(P) \) as the optimal objective value for any given problem \( P \) (so \( v(P_1) = p = p' + r \) above), and let \( J_+ = J - J' \), \( J_+ = J' - J \), and \( J'' = J \cap J' \). Consider the following two cases.

**Case (i):** \( r' \geq 1 \). Define the problem

\[
P_2: \quad \min \{ \sum_{j \in J''} x_j : x \in X \},
\]

and suppose that \( x^* \) solves Problem P2. Note that we must have \( v(P_2) \geq p' \), because otherwise, if \( v(P_2) < p' \), then since \( x^* \) is feasible to P1 and \( J = J'' \cup J_+ \) with \( |J_+| = r \), \( x^* \) would yield an objective value less than \( p' + r = p \), contradicting that \( v(P_1) = p \). Hence, \( \sum_{j \in J''} x_j \geq p' \) is a valid inequality with \( J'' \subset J' \), contradicting the LND Condition (12a).

**Case (ii):** \( r' = 0 \). In this case, if \( r = 1 \), then we have a direct contradiction to the LND Condition (12b); hence, suppose that \( r \geq 2 \). Select any \( k \in J_+ \) and consider the problem

\[
P_3: \quad \min \{ \sum_{j \in J'} x_j + x_k : x \in X \}.
\]
To complete the proof, let us show that $v(P3) = p' + 1$, which would mean that 
$$\sum_{j \in J'} x_j + x_k \geq p' + 1$$ 
is a valid SOC inequality that locally dominates (10b) via Condition (12b),
contradicting that (10b) is LND. Observe from (10b) that if $v(P3) \neq p' + 1$, then we have that $v(P3) = p'$ and that there exists an optimum $x^*$ to Problem P3 having $x_k^* = 0$. But again, this solution $x^*$ would be feasible to P1 and yield an objective value lesser than $p' + r = p = v(P1)$, a contradiction. □

Our focus in this paper will be on characterizing and deriving the entire class of non-dominated SOC inequalities via the equivalent criteria (12a, b) underlying the LND second-order cover inequalities. To emphasize our reliance on (12a, b), we shall refer to these SOC inequalities as LND (rather than ND) inequalities.

Henceforth, to ease notation, we will denote the sets $J \cup \{j\}$ for any $j \not\in J$, and $J - \{j\}$, for any $j \in J$, simply as $J + j$ and $J - j$, respectively.

**Proposition 4.** Consider an SOC inequality (7) of the form 
$$\sum_{j \in J} x_j \geq p,$$ 
and suppose that $a_j \leq 0$

for some $j \in J$. Then this inequality is dominated by the valid inequality 
$$\sum_{j \in J - j} x_j \geq p.$$

**Proof.** By the condition $a_j \leq 0$ and the validity of (7), we have from (8) that $x_j^* = 0$ in an optimal solution $x^*$ to the problem $\min\{\sum_{j \in J} x_j : x \in X\}$, where the optimal objective value equals $p$. But because $a_j \leq 0$, we also have that $\min\{\sum_{j \in J - j} x_j : x \in X\} = p$, or that 
$$\sum_{j \in J - j} x_j \geq p$$ 
is valid, which by (12a), dominates (7). □
Proposition 4 asserts that in determining (locally) non-dominated second-order cover inequalities (7), we can simply focus on the positive coefficient indices for composing $J$. In fact, suppressing all nonpositive coefficient indices from $S$, we get a set that is implied by $X$ and we can derive valid inequalities (7) for this set, which would then be valid for $X$ as well. The nonpositive coefficient indices could then be accommodated in $NJ$ for each such $J$ determined for (7), in order to compose the complement inequality (9) as necessary. Therefore, noting (4), we will henceforth assume that

$$n > u \geq 1, \ a_0 \geq a_1 \geq a_2 \geq \ldots \geq a_n > 0, \text{ and that } \sum_{j=1}^{u} a_j \geq a_0,$$  \tag{13}

where observe that in the inequality $\sum_{j \in N} a_j x_j \geq a_0$, if $a_j > a_0$ for any $j \in N$, we can perform a standard coefficient-reduction and validly tighten this knapsack inequality by making $a_j = a_0$; hence, the assumption $a_0 \geq a_j, \ \forall j \in N$, in (13).

3. Preprocessing Routines

In addition to the pre-processing that led to (13), we can further fix some variables at values 1 or 0 as implied by $x \in X$, thereby eliminating these variables, or, in effect, forcing variables to $J$ or $NJ$, respectively, in composing non-dominated inequalities.

**Proposition 5.** Let $S_N(u + 1) = \sum_{j=1}^{u+1} a_j$. If $a_j > S_N(u + 1) - a_0$ for any $\hat{j} \in \{1, \ldots, u\}$, then $x \in X \Rightarrow x_{\hat{j}} = 1$.

**Proof.** If any such $x_{\hat{j}} = 0$, then the sum of the remaining $u$ largest $a_j$-coefficients equals $S_N(u + 1) - a_{\hat{j}} < a_0$, which contradicts feasibility to $X$. \qed
Proposition 6. Let $S_N(u-1) = \sum_{j=1}^{u-1} a_j$. If $a_j < a_0 - S_N(u-1)$ for any $j \in \{u+1,\ldots,n\}$, then $x \in X \Rightarrow x_j = 0$.

Proof. If any such $x_j = 1$, then $a_j$ plus the remaining $(u-1)$ largest $a_j$-coefficients sum to $a_j + S_N(u-1) < a_0$, which contradicts feasibility to $X$. □

Remark 1. Naturally, for any $j \in N$ of the type identified by Propositions 5 and 6, we should simply fix the corresponding $x_j$ to 1 or 0, respectively, and eliminate it from the problem under consideration. On the other hand, if we do not eliminate such indices from the problem, then any non-dominated SOC inequality (7) must include $j$ in $J$ for a $\hat{j}$ of the type identified by Proposition 5, and must exclude $\hat{j}$ from $J$ for a $\hat{j}$ of the type identified by Proposition 6. To see this, suppose that $\hat{j}$ satisfies the condition of Proposition 5, but that $\hat{j} \notin J$ for a valid SOC inequality (7). Hence, by (8), we have $\min\{ \sum_{j \in J} x_j : x \in X \} = p$, but since $x \in X \Rightarrow x_j = 1$, we also have that $\min\{ \sum_{j \in J+j} x_j : x \in X \} = p + 1$, or that (7) is dominated by $\sum_{j \in J+j} x_j \geq p + 1$ according to (12b). Likewise, if $\hat{j}$ satisfies the condition of Proposition 6 but $\hat{j} \in J$ in a valid inequality (7), then we also have that $\sum_{j \in J-j} x_j \geq p$ is valid, which dominates (7) by (12a).

Therefore, we will henceforth assume that we have fixed and eliminated variables from the problem according to Propositions 4 and 5, and that (13) holds true for the remaining set of variables, appropriately re-indexed. □

Example 1. Consider the following constraints of type (1) and (2):
\[ 13x_1 + 9x_2 + 6x_3 + 5x_4 + 5x_5 + 4x_6 + 4x_7 + 3x_8 + 3x_9 + 3x_{10} \geq 27 \quad (14a) \]
\[ x_1 + x_2 + x_3 + x_4 + x_5 + x_6 + x_7 + x_8 + x_9 + x_{10} \leq 3. \quad (14b) \]

Note that \( n = 10, \ u = 3 \), and that \( S_N(u + 1) - a_0 = 33 - 27 = 6 \), and \( a_0 - S_N(u - 1) = 27 - 22 = 5 \). Hence, by Proposition 5, we can fix \( x_1 = x_2 = 1 \), and by Proposition 6, we can fix \( x_6 = x_7 = x_8 = x_9 = x_{10} = 0 \). This reduces (14a) to \( 6x_3 + 5x_4 + 5x_5 \geq 5 \), which by coefficient-reduction (see (13)), results in \( 5x_3 + 5x_4 + 5x_5 \geq 5 \), or that \( x_3 + x_4 + x_5 \geq 1 \). Moreover, since (14b) reduces to \( x_3 + x_4 + x_5 \leq 1 \), the set \( X \) in this case collapses to the simple restriction \( x_3 + x_4 + x_5 = 1 \), in the remaining binary variables \( (x_3, x_4, x_5) \).

4. Generating SOC Inequalities and Checking for Non-dominance

Let \( X \) be defined by (1) and (2), where (13) holds true, but none of the conditions specified in Propositions 5 and 6 are satisfied. Let us abbreviate this statement as Assumption A, and treat this as a standing assumption throughout the remainder of this paper. Consider any \( J \subseteq N \) where \( J \neq \emptyset \). The following routine generates an SOC inequality of the type (7) predicated on the set \( J \), and based on (8). Its operation follows the thought-process in the proof of Proposition 1.

Routine \text{CUT}(J)\ given \( J \subseteq N, J \neq \emptyset \)

\textbf{Initialization:} Set \( p = 0, \Sigma = S_{N\setminus J}(u) \) (see Equation (6)).

\textbf{Step 1} If \( \Sigma \geq a_0 \), go to \textbf{Output}. Else, increment \( p \) by 1.

\textbf{Step 2} Update \( \Sigma = S_J(p) + S_{N\setminus J}(u - p) \) and return to Step 1.
Output: CUT($J$) produces the value $0 \leq p \leq u$, along with the following indices (see Figure 1 for a conceptual illustration), where each index below is taken as 0 if undefined:

\[
\begin{align*}
   j[p] &= \text{pth smallest index in } J \\
   j_0 &= \text{largest index in } J \text{ (note: } j_0 > j[p], \text{ else, we can fix)} \\
   &\quad \quad x_j = 1, \forall j \in J \\
   j_0^+ &= \text{smallest index in } NJ \\
   j^* &= \text{largest index in } NJ(u - p) \\
   j^{**} &= \text{smallest index in } NJ \text{ that exceeds } j^*.
\end{align*}
\]  

Note that (15b) and (15c) are characteristics of the set $J$ itself, but are included in the output of CUT($J$) for convenience in discussion. Furthermore, note that while any $J \subseteq N$ produces a unique SOC inequality (7) via the optimal value of Problem (8), the procedure CUT($J$) identifies a particular optimal solution (among possible alternative optimal solutions) to Problem (8), and the indices (15) (see also Figure 1) correspond to this specified solution. Henceforth, we assume that
whenever a $J \subseteq N$ produces an SOC inequality (7), the corresponding optimal solution to (8) is identified as the particular solution produced by $\text{CUT}(J)$ and recorded in the definition of the indices in (15). The following proposition lays the foundation of our dominance results.

**Proposition 7.** Suppose that a nonempty $J \subseteq N$ produces an SOC inequality (7) with $p \geq 1$, and let $j[p]$, $j_0^*$, $J^+$, and $J^{**}$ be as defined in (15). Then (7) is LND if and only if the following two conditions hold true:

(a) The set $J' = J - j_0$ produces an SOC inequality having $p' = p - 1$.

(b) The set $J' = J + j_0^+$ produces an SOC inequality having $p' = p$.

Moreover, if (7) is LND (with $p \geq 1$), then $a_{j_0} > a_{j^*}$ and $a_{j[p]} > a_{j_0^+}$ (where $a_j = 0$ if any $j = 0$).

**Proof.** Suppose that (7) is LND. If $J' = J - j_0$ yields an SOC inequality with $p' = p$, then (7) would be locally dominated by (12a). Hence, since we cannot have $p' > p$ nor $p' \leq p - 2$ in this case, we must have $p' = p - 1$. Likewise, if $J' = J + j_0^+$ yields an SOC inequality with $p' = p + 1$ (we must have $p + 1 \geq p' \geq p$), then (7) would be locally dominated by (12b). Therefore, $p' = p$ in this case. Hence, Conditions (a) and (b) of the proposition hold true.

Conversely, suppose that Conditions (a) and (b) are satisfied. Let us show that neither (12a) nor (12b) can hold true, i.e., we cannot find a $J_0 \subseteq N$ with an accompanying $p_0$ for the corresponding SOC inequality such that

$$J_0 \subset J \text{ and } p_0 = p,$$

or

$$J_0 = J + j \text{ for some } j \notin J \text{ and } p_0 = p + 1.$$

Note that for any $J_0 \subset J$, by the definition of $j_0$ in (15b), we have from (8) that

$$\min \{ \sum_{j \in J_0} x_j : x \in X \} \leq \min \{ \sum_{j \in J - j_0} x_j : x \in X \} = (p - 1)$$

by Condition (a) of the proposition,
and so, (16a) cannot hold true. Similarly, (16b) cannot be satisfied, because otherwise, if there exists such a $J_0$ and $p_0$, then noting that $a_{j_0^+} > a_j$, $\forall j \in NJ$, we have, $(p + 1) = \\
\min\{ \sum_{j \in J^+} x_j : x \in X \} \leq \min\{ \sum_{j \in J^+_0} x_j : x \in X \} = p$ by Condition (b) of the proposition, which is a contradiction.

Moreover, suppose that (7) is LND (with $p \geq 1$) and that $x^*$ solves (8). Since $j_0 > j[p]$ exists by Assumption A (else we could have fixed all $x_j = 1$ for $j \in J$), in case $j^{*+} > 0$ (the condition $a_{j_0} > a_{j^{*+}} \equiv 0$ is trivial if $j^{*+} = 0$), we must have $a_{j_0} > a_{j^{*+}}$, because otherwise, if $a_{j_0} \leq a_{j^{*+}}$, then $x^*$ would remain as an optimal solution to the problem $\min\{ \sum_{J - j_0} x_j : x \in X \}$ with objective value $p$. Hence, $\sum_{j \in J - j_0} x_j \geq p$ would be valid and locally dominate (7), a contradiction.

Finally, let us establish that if (7) is LND (with $p \geq 1$), then $a_{j[p]} > a_{j_0^+}$. Suppose that $j_0^+ > 0$ (else the result is trivial), and that $a_{j_0^+} \geq a_{j[p]}$. Define $\Sigma = S_j(p) + S_{NJ}(u - p) \geq a_0$, so that, since $J$ yields an SOC inequality having $p \geq 1$, we must have

$$\Sigma + a_{j^{*+}} - a_{j[p]} < a_0,$$

else, the set $J$ would yield an SOC inequality having a smaller $p$-value. Furthermore, since (7) is LND, then by Condition (b) of the proposition and assuming that $a_{j_0^+} \geq a_{j[p]}$, and noting that $\Sigma$ then includes $a_{j_0^+}$ (else we can reduce $p$), we get

16
$$ \Sigma - a_{J[p]} + a_{j^*} \geq a_0, $$

which contradicts (17).

\( \square \)

**Corollary 2.** Let \( K_{\text{max}} \geq 1 \) be the largest index in \( N \) for which \( a_{K_{\text{max}}} = a_1 \). Then \( \{1, ..., K_{\text{max}}\} \subset J \) for all LND SOC inequalities (7) having \( p \geq 1 \).

**Proof.** On the contrary, suppose that \( \sum_{j \in J} x_j \geq p \geq 1 \) is an LND SOC inequality but that there exists a \( j = \min\{1 \leq j \leq K_{\text{max}} : j \notin J\} \). By definition then, we have \( j_0^* = j \). But this yields \( a_{j_0^*} = a_1 \geq a_{J[p]} \), which contradicts the last assertion of Proposition 7.

\( \square \)

In the following section, we will use the characterizations provided by Proposition 7 and Corollary 2 to derive additional dominance results and to help construct the set of LND second-order cover inequalities. We close this section with the statement of a routine LND(J) that checks the non-dominance of (7) produced by CUT(J), returning LND(J) = TRUE if (7) is LND and LND(J) = FALSE, otherwise. This routine is directly based on checking the conditions of Proposition 7.

**Local non-dominance routine LND(J) given the output of CUT(J), for \( J \subseteq N, J \neq \emptyset \)**

**Initialization.** Given \( p, j_0, j_0^+, \) and \( j^* \) from the output of CUT(J), let \( \Sigma = S_J(p) + S_{N\setminus J}(u - p) \).

If \( p = 0 \), return FALSE.

**Step 1.** If \( \Sigma + a_{j_0} - a_{J[p]} \geq a_0 \), proceed to Step 2. Else, return FALSE (Condition (a) of Proposition 7 is violated).

**Step 2.** If \( a_{J[p]} > a_{j_0^*} \), proceed to Step 3. Else, return FALSE (the final condition in Proposition 7 is violated).
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Step 3. If (the updated value of \( \Sigma \) given by) \( S_{J+j_0^+}(p) + S_{N\bar{J}}(u-p) \geq a_0 \), then return TRUE. Else, return FALSE (Condition (b) of Proposition 7 is violated).

5. Generating the Set of LND Second-Order Cover Inequalities

Consider the development of a binary tree to conduct an implicit enumeration of the potential sets \( J \subseteq N \), based on the dichotomy that \( j \in J \) or \( j \in N\bar{J} \), and where the branching decisions are made in the order of the indices 1, 2, ..., \( n \). Following the proposal of Glover (1965) (also see Geoffrion (1969)), we shall explore this tree in a depth-first fashion by maintaining a partial solution list \( PS \) that contains the signed index \( \pm j \) if \( j \) is restricted to lie in \( J \) at the current node of the enumeration tree, \( -j \) if \( j \) is restricted to lie in \( N\bar{J} \), and where these indices are underlined as \( \underline{\pm j} \) or \( \underline{-j} \) in case the brother node has already been previously explored. Note that by the branching order considered, if \( |PS| = k \), then \( PS \) contains the indices 1, ..., \( k \) in this order, with possibly \( \pm \) signs and, with elements underlined or not. The indices not present in \( PS \) are currently unassigned to either of the sets \( J \) or \( N\bar{J} \). Furthermore, the backtracking process upon fathoming \( PS \) amounts to identifying the right-most non-underlined element in \( PS \), complementing the sign on this index and underlining it, and deleting all the (underlined) elements to the right of it. By Corollary 2, we shall initialize \( PS \) as

\[
PS = \{1, \ldots, K_{\max}\}, \tag{19}
\]

and we shall terminate the process whenever \( PS = \emptyset \) upon some fathoming process. Note that since \( K_{\max} \geq 1 \), we always have \( J \neq \emptyset \) in any partial solution implied by \( PS \) because of (19). Furthermore, given that \( PS \) contains indices \( \pm j \) for \( j = 1, \ldots, k \) (by this notation, we include the underlined signed indices as well), when we increment \( PS \) by the next index \( j_{\text{next}} = k + 1 \), we
shall do so as $PS \leftarrow PS \cup \{-j_{\text{next}}\}$, i.e., we will first include $j_{\text{next}}$ in $NJ$. Moreover, by a completion of $PS$ that is based on the indices $\{1,...,k\}$, we will mean the assignment of $\pm j$ for all the remaining indices $j = k + 1,...,n$ to $PS$.

Now, suppose that we have a partial solution list $PS$ based on the indices $\{1,...,k\}$ that induces a set $J$ and $NJ^k$, defined as $NJ^k = \{1,...,k\} - J$, where

$$k < n, J \neq \emptyset, \text{ and } \sum_{j=1}^{k} a_j \geq a_0. \quad (20)$$

Define the routine $\widehat{\text{CUT}}(PS)$ to be the routine $\text{CUT}(J)$ described in Section 4 based on the indices $\{1,...,k\}$, i.e., using the sets $J$ and $NJ^k$. (We analogously define $NJ^k(h)$ and $S_{NJ^k}(h)$ as in (5b) and (6), respectively, with respect to the set $NJ^k$.) Consider the following result that prescribes a completion to $PS$ for the resulting inequality (7) to be LND.

**Proposition 8.** Given a partial solution $PS$ based on the indices $\{1,...,k\}$ and with induced sets $J$ and $NJ^k$ such that (20) holds true, suppose that the routine $\widehat{\text{CUT}}(PS)$ produces a $p$ and $j^*$ such that $j^{**}$ exists (i.e., $j^{**} \neq 0$). Then, in any possible LND SOC inequality arising from a completion of $PS$, we must have $NJ = \{1,...,n\} - J$, and yielding the same value of $p$.

**Proof.** Let $J(p)$ and $NJ^k(u - p)$ be as identified by $\widehat{\text{CUT}}(PS)$, and define $x^*$ as $x^*_j = 1, \forall j \in J(p) \cup NJ^k(u - p)$, $x^*_j = 0, \forall j \in N$ otherwise. Then $x^*$ is an optimal solution to the problem

$$\min \{ \sum_{j \in J} x_j : x \in X, x_j = 0, \forall j > k \} \quad (21)$$

with objective value $p$. Note that the inequality
\[ \sum_{j \in J} x_j \geq p \] (22)

(with the same value of \( p \)) is a valid SOC inequality that is derived by the same solution \( x^* \) to the problem \( \min \{ \sum_{j \in J} x_j : x \in X \} \) since \( a_j \leq a_{j^*} \) for \( j = k + 1, \ldots, n \), and \( x_{j^*} = 0 \) because \( j^* > j^* \) exists. Moreover, if we put any subset of the indices in \( \{k + 1, \ldots, n\} \) into \( J \) to get \( J' \), the same solution \( x^* \) would evaluate \( \min \{ \sum_{j \in J'} x_j : x \in X \} \) because \( a_j \leq a_{j_0} \), \( \forall j > k \). But then, the resultant inequality \( \sum_{j \in J'} x_j \geq p \) would be (locally) dominated by (22). Hence, any LND inequality arising from a completion of \( PS \) must include all the remaining indices \( k + 1, \ldots, n \) in \( NJ \). \( \Box \)

Proposition 8 tells us that as we build \( J \) and its complement while considering indices in the order 1, 2, \ldots, the moment we discover for a partial solution \( PS \) that \( \overline{CUT}(PS) \) yields an index \( j^* > j^* \), we can include all the remaining indices in \( NJ \), check for non-dominance, and fathom the given \( PS \). The following proposition refines this result somewhat further and permits an earlier fathoming of \( PS \) without a non-dominance check.

**Proposition 9.** Given a partial solution \( PS \) based on the indices \( \{1, \ldots, k\} \) and with induced sets \( J \) and \( NJ^k \) such that (20) holds true, suppose that the routine \( \overline{CUT}(PS) \) produces a \( p \geq 1 \) and \( j^* \geq 0 \), along with \( j_0 \) and \( j_0^* \geq 0 \). Let \( j_{\text{next}} = k + 1 \), and tentatively consider \( PS' = PS \cup \{-j_{\text{next}}\} \).

If \( \overline{CUT}(PS') \) produces the same value of the index \( j^* \), and if \( a_{j_0} \leq a_{j_{\text{next}}} \), or \( a_{j[p]} \leq a_{j_0} \), then we can fathom \( PS \) in that no completion to it can lead to an LND SOC inequality.
Proof. For the partial solution $PS'$, since $j^{*+} = j_{\text{next}}$ exists by the statement of the proposition, then by Proposition 8, any possible LND cut arising from a completion to $PS'$ must include all the remaining indices within $NJ$. However, by hypothesis, since either $a_{j_0} \leq a_{j_{\text{next}}} = a_{j^{*+}}$, or $a_{j[p]} \leq a_{j^+_0}$ holds true, the final part of Proposition 7 asserts that the resulting inequality would not be LND. Hence, we can fathom $PS'$ and examine the resulting partial solution $PS^* = PS \cup \{j_{\text{next}}\}$, which adds $j_{\text{next}}$ to $J$ instead. If $j_{\text{next}} = n$, then since we know that $x_{j_{\text{next}}} = 0$ in an optimal solution $x^*$ to the problem $\min \{ \sum_{j \in J - \{j_{\text{next}}\}} x_j : x \in X \}$, which has objective value equal to $p$, the same solution $x^*$ remains optimal for $\min \{ \sum_{j \in J} x_j : x \in X \}$ with objective value $p$, and so $\sum_{j \in J} x_j \geq p$ would be locally dominated by $\sum_{j \in J - \{j_{\text{next}}\}} x_j \geq p$. On the other hand, if $j_{\text{next}} < n$, then the same outcome of the result would be obtained with respect to the revised $j_{\text{next}} = k + 2$, again leading to a fathoming as above. In essence, therefore, we can fathom $PS^* = PS \cup \{j_{\text{next}}\}$ as well, which is equivalent to fathoming $PS$. \qed

Propositions 8 and 9 prompt the following strategy. Given a partial solution $PS$ based on the indices $\{1, \ldots, k\}$ and with induced sets $J$ and $NJ^k$ such that (20) holds true, suppose that $\overline{CUT}(PS)$ produces a $p \geq 1$ and $j^* \geq 0$, along with $j_0$ and $j^+_0 \geq 0$. Let $j_{\text{next}} = k + 1$. Then define $\text{TEST}(PS)$ to return TRUE if $\overline{CUT}(PS \cup \{-j_{\text{next}}\})$ produces the same value of the index $j^*$, and FALSE otherwise. Accordingly, in the case that $\text{TEST}(PS)$ returns TRUE, then if either $a_{j_0} \leq a_{j_{\text{next}}}$ or $a_{j[p]} \leq a_{j^+_0}$ holds true, we fathom $PS$ (by Proposition 9), and otherwise, using
Proposition 8, we increment $PS \leftarrow PS \cup \{j_{\text{next}}\}$, check the potential LND status of the cut

$$\sum_{j \in J} x_j \geq p$$

based on $J$ and $NJ = N - J$, and then fathom $PS$.

A flow-chart for generating all LND second-order cover inequalities is given in Figure 2 based on Propositions 7 (including Corollary 2), 8, and 9, and under Assumption A based on Propositions 5 and 6, and Remark 1.

**Example 2.** Consider the following constraints of type (1) and (2):

\begin{align*}
13x_1 + 12x_2 + 9x_3 + 7x_4 + 5x_5 + 4x_6 + 3x_7 + 2x_8 + 2x_9 + 2x_{10} & \geq 25 \quad (23a) \\
x_1 + x_2 + x_3 + x_4 + x_5 + x_6 + x_7 + x_8 + x_9 + x_{10} & \leq 3. \quad (23b)
\end{align*}

Here, $n = 10$, $u = 3$, and it may be readily verified that Assumption A holds true. Note that there are 1023 possible sets $J \subseteq N$ for this example. The algorithm in Figure 2 fathomed a majority of these sets, invoking the non-dominance routine LND for 58 sets, and generated the following six LND SOC inequalities based on the corresponding then-current partial solution list $PS$ identified below.

\begin{align*}
PS = \{1, -2, 3, -4\} \text{ yielding } x_1 + x_3 & \geq 1 \quad (24a) \\
PS = \{1, 2, -3, -4, -5\} \text{ yielding } x_1 + x_2 & \geq 1 \quad (24b) \\
PS = \{1, 2, 3, -4, 5, -6\} \text{ yielding } x_1 + x_2 + x_3 + x_5 & \geq 2 \quad (24c) \\
PS = \{1, 2, 3, 4, -5, -6\} \text{ yielding } x_1 + x_2 + x_3 + x_4 & \geq 2 \quad (24d) \\
PS = \{1, -2, -3, 4, 5, 6, -7\} \text{ yielding } x_1 + x_4 + x_5 + x_6 & \geq 1 \quad (24e) \\
PS = \{1, 2, -3, 4, 5, 6, 7, -8\} \text{ yielding } x_1 + x_2 + x_4 + x_5 + x_6 + x_7 & \geq 2. \quad (24f)
\end{align*}
Figure 2. Flow-chart for generating all LND second-order cover inequalities.
To illustrate the algorithmic procedure, consider a stage when we have just fathomed a partial solution to obtain the revised list $PS = \{1, 2, -3, 4, 5, 6, 7\}$, so that $j_0 = 7$, $j_0^+ = 3$, $j_{\text{next}} = 8$, and $\Sigma = 53 > a_0$. Applying $\overline{\text{CUT}}(PS)$ with $k = 7$ we get $p = 2$, with $J(p) = \{1, 2\}$, $NJ^k(u - p) = \{3\}$, yielding $f^* = 3$ and $j[p] = 2$. Since $p \geq 1$ (see Figure 2), we now apply TEST$(PS)$. Since $\overline{\text{CUT}}(PS \cup \{-8\})$ reproduces $f^* = 3$, TEST$(PS)$ returns TRUE. Since $a_{j_0} = 3 > a_{j_{\text{next}}} = 2$ and $a_{j[p]} = 12 > a_{j_0^+} = 9$, we increment $PS \leftarrow PS \cup \{-8\}$ and apply LND$(J)$ with $J = \{1, 2, 4, 5, 6, 7\}$, $NJ = \{3, 8, 9, 10\}$, and $p = 2$. Note that $\Sigma = S_J(p) + S_{NJ}(u - p) = 13 + 12 + 9 = 34$. Since $\Sigma + a_{j_0} - a_{j[p]} = 25 \geq a_0$, and $S_{J + j_0^+}(p) + S_{NJ - j_0^+}(u - p) = 13 + 12 + 2 = 27 \geq a_0$, LND$(J)$ returns TRUE and produces the LND SOC inequality (24f). We now fathom $PS$ to produce $PS = \{1, 2, -3, 4, 5, 6, 7, 8\}$. This time, with $j_{\text{next}} = 9$, TEST$(PS)$ again returns TRUE because $\overline{\text{CUT}}(PS \cup \{-9\})$ reproduces $f^* = 3$, but now, $a_{j_0} = a_8 = 2 = a_9 = a_{j_{\text{next}}}$. Hence, we fathom $PS$, yielding $PS = \{1, 2, 3\}$, and we continue the algorithmic process.

We can compare the LND SOC inequalities derived above to analogous knapsack cover inequalities. It is easy to demonstrate that the SOC inequality (7) with $p \geq 1$ will dominate a knapsack cover inequality defined on the same set $J$ if and only if

$$S_J(p - 1) + \sum_{j \in NJ} a_j \geq a_0$$

because then, the knapsack cover inequality induced by (1) would be $\sum_{j \in J} x_j \geq p'$ with $p' \leq p - 1$.

Checking this condition shows that each of the SOC inequalities of the preceding example dominates the corresponding knapsack cover inequality. If we examine just the minimal cover
knapsack inequalities (see Nemhauser and Wolsey (1999)) as a basis for comparison, we see for example that the minimal cover \( x_1 + x_2 + x_3 + x_4 \geq 1 \) is strictly dominated by the SOC inequality (24d) given by \( x_1 + x_2 + x_3 + x_4 \geq 2 \). Even the non-dominated knapsack cover inequality \( x_1 + x_2 + x_3 + x_4 + x_5 + x_6 \geq 2 \) is strictly dominated by the SOC inequality (24c) given by \( x_1 + x_2 + x_3 + x_5 \geq 2 \). It is interesting to observe that if the knapsack constraint (1) for this example is expanded to contain additional variables having coefficients of 2, the SOC inequalities (24 a-f) will not change, but all the classical knapsack cover inequalities will be weakened. For example, if two additional variables having coefficients of 2 are introduced, the classical knapsack cover inequality given by \( x_1 + x_2 + x_3 + x_4 + x_5 + x_6 \geq 2 \) is weakened to become \( x_1 + x_2 + x_3 + x_4 + x_5 + x_6 \geq 1. \) (The addition of these variables, although not visibly affecting the inequalities (7), actually does evidently strengthen the implied inequalities (9) since these "\( \leq \)" inequalities will now contain unit coefficients on the left-hand-side for a larger number of variables.)

Finally, let us comment on a possible strategy for generating particular SOC inequalities to delete a particular fractional solution. Such separation strategies are well-known for minimal cover inequalities based on knapsack constraints, as popularized by Crowder et al. (1983) in their seminal paper. In our context, we could commence with a minimal cover inequality, or even a lifted minimal cover inequality, which is generated as in Crowder et al. (1983) based on a knapsack constraint of the form (1), then impose a suitable restriction (2), and further lift or strengthen the resultant inequality by commencing the procedure of Figure 2 with a partial solution list corresponding to the associated set \( J \) for the given inequality, and terminating this process with the first resultant non-dominated SOC inequality. Indeed, applying this idea for the above example with the minimal cover inequality \( x_1 + x_2 + x_3 + x_4 \geq 1 \), as well as with the lifted minimal cover
inequality \( x_1 + x_2 + x_3 + x_4 + x_5 + x_6 \geq 2 \), and commencing the procedure of Figure 2 with the respective partial solution lists \( \text{PS} = \{1, 2, 3, 4\} \) and \( \text{PS} = \{1, 2, 3, 4, 5, 6\} \) yielded the strengthened SOC inequality \( x_1 + x_2 + x_3 + x_4 \geq 2 \) in both cases. In the first case, this inequality was produced in the initial loop itself, and in the second case, it was generated after invoking Routine LND 17 times, both instances requiring negligible effort. Ideas of this type, with related computational studies, will be explored in future research.

6. Facets and Related Lifting Process

In this section, we identify conditions under which the derived SOC inequalities (7) would be facets of \( X_c = \text{conv}\{X\} \), the convex hull of \( X \), and describe a sequential lifting process (see Nemhauser and Wolsey (1999)) that could be used otherwise. (Also, see Sherali and Lee (1995) for a polynomial-time lifting of minimal covers for GUB constrained knapsack problems into underlying facets.)

We assume throughout that the following assumption (in addition to Assumption A) holds true, where \( u \geq 2 \) (the case of \( u = 1 \) is addressed in Sherali and Lee (1995)).

**Assumption A':** \( u \geq 2 \), Assumption A holds, and also,

\[
S_N(u - 1) \geq a_0. 
\]  
(25)

Note that, as propounded by Proposition 10 below, (25) ensures that (2) does not necessarily hold as an equality, and therefore, that \( X_c \) is full-dimensional.

**Proposition 10.** The polytope \( X_c \) is full-dimensional.

**Proof.** We establish the result by demonstrating the existence of \( n + 1 \) affinely independent vectors \( v_0, v_1, ...v_n \) belonging to \( X_c \). Letting \( e_i \) denote the \( i \)th unit vector in \( \mathbb{R}^n \), consider the
following definitions of these vectors: \( v_0 = \sum_{i=1}^{u-1} e_i, \ v_i = v_0 - e_i + [e_u + e_{u+1}] \) for \( i = 1,\ldots,u-1 \), and \( v_i = v_0 + e_i \) for \( i = u,\ldots,n \). Note that \( v_0 \in X_c \) by (25), \( v_i \in X_c \) for \( i = 1,\ldots,u-1 \) by Proposition 5, and \( v_i \in X_c \) for \( i = u,\ldots,n \) by Proposition 6. Moreover, the vectors \( v_i' = v_i - v_0 \) for \( i = 1,\ldots,n \) are linearly independent because
\[
-\sum_{i=1}^{u-1} e_i \lambda_i + [e_u + e_{u+1}] \sum_{i=1}^{u-1} \lambda_i + \sum_{i=n}^{n} e_i \lambda_i = 0
\]
implies that \( \lambda_1, \ldots, \lambda_n = 0 \). \( \square \)

Now, let us first consider the case of \( p = 1 \) and suppose that we have an LND SOC inequality

\[
\sum_{j \in J} x_j \geq p = 1.
\]  \( \tag{26} \)

The following result identifies a sufficient condition under which (26) would be a facet of \( X_c \).

**Proposition 11.** Consider the SOC inequality (26) with \( p = 1 \) that is generated based on the set \( J \subseteq N \), and suppose that \( f^{**} > 0 \) exists. Furthermore, define \( \Sigma = S_J(1) + S_{NJ}(u-1) \) and suppose that

\[
[\Sigma] - a_{j^*} + a_{j^{**}} \geq a_0
\]  \( \tag{27a} \)

and that

\[
[\Sigma] - a_j \geq a_0, \ \forall j \in NJ(u-1) / \{j_0^+\}.
\]  \( \tag{27b} \)

Then (26) is a facet of \( X_c \).

**Proof.** It is sufficient to identify \( n \) affinely independent points \( v_1, \ldots, v_n \) in \( X_c \) at which (26) is active. Figure 3 displays a matrix \( B \) identifying such a collection \([v_1, \ldots, v_n]\) that is augmented by
Figure 3. Matrix \( B \) in the proof of Proposition 11.

an additional last row having all elements equal to one. Here, the matrices \( E_1, E_2, \) and \( E_3 \) are appropriately sized matrices having all elements equal to 1 (see the corresponding rows and columns identified in Figure 3).

First, examine the three sets of identified columns in Figure 3, except for the last row, which represent a partition of \( \{v_1, ..., v_n\} \). Note that all these vectors \( v_1, ..., v_n \) satisfy (2) as well as satisfy (26) as an equality. Moreover, the first \( |J| \) columns satisfy (1) because Condition (a) of Proposition 7 implies by the LND property that \( a_{j_0} + S_{NJ}(u - 1) \geq a_0 \), so that \( a_j + S_{NJ}(u - 1) \geq a_0 \), \( \forall j \in J \). The first column in the second set satisfies (1) because of (27a), while the remaining columns in this set, as well as the columns in the third set, satisfy (1) because of
Hence \( \{v_1, \ldots, v_n\} \subseteq X_c \) and (26) is active at each of these points. To complete the proof, we need to show that

\[
Bw = 0 \Rightarrow w = 0, \quad \text{where} \quad w = [\lambda_1, \ldots, \lambda_{|J|}, \gamma_1, \ldots, \gamma_q, \delta_1, \ldots, \delta_r]^T
\]

(28)

and where these components of \( w \) are associated with the columns of \( B \) as displayed in Figure 3, with \( q = |NJ(u-1)| \) and \( r = |NJ - NJ(u-1)| \).

Accordingly, consider the system \( Bw = 0 \). The rows \( 2, \ldots, |J| \) in the \( J \)-Rows imply that

\[
\lambda_2 = \ldots = \lambda_{|J|} = 0. \tag{29a}
\]

The Row \( j_0^+ \) and the last row imply that

\[
\gamma_1 = 0, \tag{29b}
\]

which together with the \([NJ - NJ(u-1)]\)-Rows yield

\[
\delta_1 = \ldots = \delta_r = 0. \tag{29c}
\]

Now, Row 1, and the \( NJ(u-1) \)-Rows excepting Row \( j_0^+ \), respectively yield, noting (29a, b, c),

\[
\lambda_1 + \sum_{i=2}^{q} \gamma_i = 0
\]

\[
\lambda_1 + \sum_{\substack{i=2 \\ i \neq k}}^{q} \gamma_i = 0, \quad \forall \ k = 2, \ldots, q.
\]

These two equations imply that

\[
\lambda_1 = 0 \text{ and } \gamma_2 = \ldots = \gamma_q = 0. \tag{29d}
\]

Therefore, from (29a, b, c, d), we get \( w = 0 \). \( \square \)
Example 3. Consider $X$ defined by (23a, b) of Example 2. Observe that $S_N(u - 1) = 25 \geq \alpha_0$; hence, by Proposition 10, $X_c$ is full-dimensional. Now, let us examine the LND inequalities (24a, b, e) having $p = 1$ in light of Proposition 11 in turn below.

Case of 24(a) ($x_1 + x_3 \geq 1$): Here, $\Sigma \equiv S_{J}(1) + S_{NJ}(u - 1) = 32$, $J^+_0 = 2$, $NJ(u - 1) = \{2, 4\}$, and $J^{*+} = 5$. Checking (27a, b), we see that $\Sigma - a_{J^+_0} + a_{J^{*+}} = 32 - 12 + 5 = 25 \geq \alpha_0$, and that $\Sigma - a_4 = 32 - 7 = 25 \geq \alpha_0$. Hence, this is a facet of $X_c$.

Case of 24(e) ($x_1 + x_4 + x_5 + x_6 \geq 1$): Here, $\Sigma \equiv S_{J}(1) + S_{NJ}(u - 1) = 34$, $J^+_0 = 2$, $NJ(u - 1) = \{2, 3\}$, and $J^{*+} = 7$. Again, checking (27a, b), we see that $\Sigma - a_2 + a_7 = 34 - 12 + 3 = 25 \geq \alpha_0$, and $\Sigma - a_3 = 34 - 9 = 25 \geq \alpha_0$. Hence, (24e) is also a facet of $X_c$.

Case of 24(b) ($x_1 + x_2 \geq 1$): Here, $\Sigma \equiv S_{J}(1) + S_{NJ}(u - 1) = 29$, $J^+_0 = 3$, $NJ(u - 1) = \{3, 4\}$, and $J^{*+} = 5$. However, while (27a) yields $\Sigma - a_3 + a_5 = 29 - 9 + 5 = 25 \geq \alpha_0$, (27b) yields $\Sigma - a_4 = 29 - 7 = 22 < \alpha_0$. Hence, the sufficient condition does not hold true.

In such a case, we can perform a sequential lifting of this SOC inequality by lifting-down from a value of 1 for each $j \in NJ(u - 1) = \{3, 4\}$, and lifting-up from a value of 0 for each $j \in NJ - NJ(u - 1) = \{5, 6, 7, 8, 9, 10\}$ as follows (see Nemhauser and Wolsey (1999) for a general discussion on such sequential liftings). Given a current valid inequality

$$\pi x \geq \pi_0, \quad (30a)$$

for lifting-down from a value of 1 with respect to some presently considered $k \in NJ(u - 1)$ in a sequential process, we examine lifting (30a) to
\[ \pi x \geq \pi_0 + \theta(1 - x_k), \text{ where } \theta = \min \{\pi x - \pi_0 : x \in X, x_k = 0\}. \quad (30b) \]

(Note that the lifted inequality is valid when \( x_k = 1 \) regardless of \( \theta \), given the validity of (30a), and we are interested in a value of \( \theta \geq 0 \).) Likewise, for lifting-up from a value of 0 with respect to some \( k \in NJ - NJ(u - 1) \), we lift (the current inequality) (30a) to

\[ \pi x \geq \pi_0 + \theta x_k, \text{ where } \theta = \min \{\pi x - \pi_0 : x \in X, x_k = 1\}. \quad (30c) \]

In our example, starting with (24b) representing (30a), we get \( \theta = 0 \) in (30b) for all \( k \in NJ(u - 1) \), and also \( \theta = 0 \) in (30c) for \( k = 5, 6, \) and \( 7 \) from the set \( NJ - NJ(u - 1) \). However, consider \( x_8 \), where \( 8 \in [NJ - NJ(u - 1)] \). For this, (30c) yields \( \theta = \min \{x_1 + x_2 - 1 : x \in X, x_8 = 1\} = 1 \) at the solution \( x_1 = x_2 = x_8 = 1 \), thereby producing the lifted inequality \( x_1 + x_2 - x_8 \geq 1 \).

Likewise, sequentially, we obtain \( \theta = 1 \) for each of the liftings with respect to \( x_9 \) and \( x_{10} \), producing the following strengthened valid inequality

\[ x_1 + x_2 - (x_8 + x_9 + x_{10}) \geq 1. \quad (31) \]

Next, let us address the case of \( p = 2 \) in a valid LND SOC inequality

\[ \sum_{j \in J} x_j \geq p = 2. \quad (32) \]

Similar to Proposition 11, the following result identifies a sufficient condition under which (32) would be a facet of \( X_c \). For this case, in addition to Assumption A’, we assume that \( u \geq 3 \), else, \( (32) \) would imply that \( x_j = 0, \forall j \in NJ \). Note also that we must have \( j_0 > j[p] \), else, we could have fixed \( x_j = 1, \forall j \in J \).
Proposition 12. Consider the SOC inequality (32) with \( p = 2 \) that is generated based on the set \( J \subseteq N \), and suppose that \( f^{++} > 0 \) exists. Furthermore, define \( \Sigma = S_J(2) + S_{NJ}(u - 2) \), denote \( j \) \((p + 1) \) as the \((p + 1)\)st ordered (smallest) index in \( J \), and suppose that

\[
[\Sigma] - a_{1} + a_{j_{p+1}} \geq a_{0} \quad (33a)
\]

\[
[\Sigma] - a_{j_{0}^{+}} + a_{j_{0}^{+}} \geq a_{0} \quad (33b)
\]

and

\[
[\Sigma] - a_{j} \geq a_{0}, \ \forall j \in NJ(u - 2) / \{j_{0}^{+}\}. \quad (33c)
\]

Then (32) is a facet of \( X_c \).

Proof. Similar to the proof for Proposition 11, consider the matrix \( B \) displayed in Figure 4 having \( n \) columns of the type

\[
\begin{bmatrix}
\nu_{1}, \ldots, \nu_{n} \\
1, \ldots, 1
\end{bmatrix}
\]

where again, \( E_1, E_2, \) and \( E_3 \) are appropriately sized matrices having all elements equal to 1. Observe that each of the vectors \( \nu_1, \ldots, \nu_n \) belongs to \( X_c \) by virtue of the following: (33a) applied to the first column; Condition (b) of the LND property of Proposition 7 applied to the columns \( 2, \ldots, |J| \); (33b) applied to the first column within the second set of columns, and (33c) applied to the remaining columns. Moreover, (32) is active for each of \( \nu_1, \ldots, \nu_n \). Hence, to complete the proof, we need to verify that (28) holds true for the matrix \( B \) of Figure 4.

By the first row in each set of the \( J \)-Rows and the \( NJ(u - 2) \)-Rows, we have that

\[
\lambda_1 = 0 \text{ and } \nu_1 = 0. \quad (34a)
\]
Figure 4. Matrix $B$ in the proof of Proposition 12.

From the rows $3, ..., |J|$ of the $J$-Rows then, we get

$$\lambda_3 = \ldots = \lambda_{|J|} = 0.$$  \hspace{1cm} (34b)

Using $\gamma_1 = 0$ from (34a) in the third set of rows yields

$$\delta_1 = \ldots = \delta_r = 0.$$ \hspace{1cm} (34c)

Now, the second row in the set of $J$-Rows, and the rows in the set of $NJ(u - 2)$-Rows except for Row $j_0^+$, respectively yield, using (34a, b, c),

$$\lambda_2 + \sum_{j=2}^{q} \gamma_j = 0 \text{ and } \lambda_2 + \sum_{\substack{j=2 \atop j\neq k}}^{q} \gamma_j = 0, \forall k = 2, \ldots, q.$$
These two equations yield \( \lambda_2 = 0 \) and \( \gamma_j = 0, \forall j = 2, \ldots, q \), which together with 34 (a, b, c), gives \( w = 0 \) in (28).

\( \square \)

**Example 4.** Continuing Example 3, let us now examine the LND inequalities (24c, d, f). The following table summarizes the computations in applying Proposition 12, and verifies that each of these SOC inequalities are facets of \( X_c \).

<table>
<thead>
<tr>
<th>Inequality</th>
<th>( \Sigma )</th>
<th>Index ( j ) ([p + 1] )</th>
<th>( j_0^+ )</th>
<th>( j^{++} )</th>
<th>Left-hand-side of Equation:</th>
</tr>
</thead>
<tbody>
<tr>
<td>24(c)</td>
<td>32</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>28 ( \quad ) 29 ( \quad ) N/A</td>
</tr>
<tr>
<td>24(d)</td>
<td>29</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>25 ( \quad ) 28 ( \quad ) N/A</td>
</tr>
<tr>
<td>24(f)</td>
<td>34</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>28 ( \quad ) 27 ( \quad ) N/A</td>
</tr>
</tbody>
</table>

7. **Connections with Surrogate Constraints and Higher-order Cover Inequalities**

There is an intimate connection between surrogate constraints and valid inequalities derived from knapsack constraints. For example, it is easy to demonstrate that the classical knapsack cover inequalities can all be formed from elementary types of surrogate constraints obtained as a linear combination of the knapsack inequality (1) with a weight of 1 and subsets of the inequalities \( x_j \leq 1 \) (in the form \( -x_j \geq -1 \)) with a positive weight of \( a_j \). Then the associated knapsack cover inequality arises simply by applying the rules of Glover (1965) (the same paper that introduced surrogate constraints) to identify a lower bound on the sum of the variables having positive coefficients in the surrogate constraint. In fact, as shown in Glover et al. (1997), it is possible to generate valid inequalities from surrogate constraints involving linear combinations of (1) and the inequalities \( x_j \leq 1 \) and \( x_j \geq 0 \) that dominate the classical knapsack cover inequalities.

Similarly, it is possible to show that the SOC inequalities can be derived by applying the rules of Glover (1965) to surrogate constraints formed using linear combinations of (1), (2), and
the inequalities \( x_j \leq 1 \) for \( j \in N \). Again, it suffices to give (1) a weight of 1, whereupon the
weight of (2) (written in \( \geq \) form) equals the value of one of the coefficients \( a_j \), and finally, the
weights for various subsets of the inequalities \(-x_j \geq -1, j \in N\), are equal to the corresponding
positive coefficients of the intermediate surrogate constraint obtained by combining (1) and (2).
Consequently, we may also equivalently form such intermediate surrogate constraints and
generate SOC inequalities by the rules for producing knapsack cover inequalities. Our results
show that this produces every inequality of the form \( \sum_{j \in J} x_j \geq p \) that is implied by \( X \), and
provide special dominance relationships leading to an effective method for generating all non-
dominated members of such SOC inequalities. In view of these observations, it may be expected
that the results in Glover et al. (1997) may be applied to yield additional useful valid inequalities
for \( X \).

Finally, the derivations of the preceding sections can be extended to handle more general
considerations in which the knapsack constraint (1) and the bounded sum constraint (2) are
augmented by additional constraints, to give a system of the form

\[
\begin{align*}
\sum_{j \in N} a_j x_j & \geq a_0 \quad (35a) \\
\ell & \leq \sum_{j \in N} x_j \leq u \quad (35b) \\
\ell_i & \leq \sum_{j \in N_i} x_j \leq u_i, \quad \forall i \in M \equiv \{1, \ldots, m\}, \quad (35c)
\end{align*}
\]

where the sets, \( N_i, i \in M \), constitute a partition of \( N \). The inclusion of a lower bound (\( \ell \)) in (35b)
was not necessary in (2) due to reasons explained in Section 1, but provides greater generality
when accompanied by the inequalities of (35c).
The relevance of this expanded system for 0-1 programming is illustrated by two special cases of particular interest. One is the situation where \( u_i = 1 \) for all \( i \in M \), capturing the types of constraints found in multiple-choice 0-1 problems, which abound in practical applications. Sherali and Lee (1995) characterize facets for such problems. The other case is the situation where (35c) begins as a single constraint \( (m = 1) \) over a specified proper subset \( N_1 \) of \( N \). The condition that the sets \( N_i \) constitute a partition of \( N \) can be satisfied by introducing the set \( N_2 = N - N_1 \) and adding the redundant inequality \( 0 \leq \sum_{j \in N_2} x_j \leq u_2 \) with \( u_2 = |N_2| \). More pertinently, the constraint over \( N_1 \) in (35c) may be one derived as an SOC inequality (7) or (9) by the results of the preceding sections. By embedding this as indicated in (35c), the derived SOC inequality can then be exploited further relative to other knapsack constraints of the type (35a) accompanied by (35b), thereby amplifying the ability to exploit the SOC inequalities of this paper.

Such an approach has particularly useful applications in settings where knapsack constraints arise from surrogate constraints designed to capture different types of problem structure, as by generating weighted combinations of parent constraints having different forms. For example, in multi-demand multi-dimensional knapsack problems, which contain two classes of constraints, one consisting of \( \leq \) inequalities and the other comprised of \( \geq \) inequalities, where all constraints have nonnegative coefficients, it is natural to create “opposing” surrogate constraints derived from the members of these two classes.

In a sequel paper, we devise mechanisms for generating all valid inequalities of the form (7) for the system (35a, b, c) and identify dominance relationships leading to an effective method for generating non-dominated members of these cuts. To provide a foretaste of these more
general results, we briefly sketch a method that applies to the simpler case where the lower bounds \( \ell \) and \( \ell_i, \forall i \in M \), are omitted. That is, we address the system (35a, b, c) with \( \ell = 0 \) and \( \ell_i = 0, \forall i \in M \).

7.1 Notation

We maintain the convention that the \( a_j \)-coefficients are indexed in nonincreasing order and, for reasons similar to those noted previously, we restrict attention to positive \( a_j \)-coefficients. (This is not an appropriate restriction for the general case where the bounds \( \ell \) and \( \ell_i, i \in M \), are included in (35b, c).) It is also convenient to order the \( a_j \)-coefficients for each set \( N_i \) in a likewise fashion. For ease in discussion, we also make reference to linked lists that identify

\[
\text{First}(i) = \text{Min}\{j \in N_i\} (= \arg \max\{a_j : j \in N_i\}) \text{ for each } i \in M. \tag{36}
\]

Furthermore, let the linked list \( \text{Next}_i(j) \), starting with \( j = \text{First}(i) \), identify the indices \( j \in N_i \) in the desired order by iteratively setting \( j \leftarrow \text{Next}_i(j) \). By convention, the last index \( j \) of \( N_i \) is flagged by setting \( \text{Next}_i(j) = 0 \).

To facilitate the description of procedures that follow, we further specialize such a linking by also applying it to the two subsets \( J \) and \( NJ = N - J \). That is, we define

\[
\text{J-First}(i) = \text{Min}\{j \in N_i \cap J\} (= \arg \max\{a_j : j \in N_i \cap J\}) \tag{37a}
\]

\[
\text{NJ-First}(i) = \text{Min}\{j \in N_i \cap NJ\} (= \arg \max\{a_j : j \in N_i \cap NJ\}). \tag{37b}
\]
Once again, we adopt linked lists $\text{Next}_j(\cdot)$ and $\text{Next}_{NJ}(\cdot)$ to identify the successive elements of each set $N_i \cap J$ and each set $N_i \cap NJ$, respectively in their appropriate order. If $N_i \cap J = \emptyset$ or $N_i \cap NJ = \emptyset$, we set $J\text{-First}(i) = 0$ or $NJ\text{-First}(i) = 0$, respectively.

Our goal is to identify a valid higher-order cover (HOC) inequality of the type

$$\sum_{j \in J} x_j \geq p$$

(38)

for any specified subset $J$, along with an associated value of $p$. Analogous to (8), the value $p$ is essentially given by the optimal objective value of the following problem.

$$\text{Minimize} \{ \sum_{j \in J} x_j : \sum_{j \in N} a_j x_j \geq a_0, \sum_{j \in N} x_j \leq u, \sum_{j \in N_i} x_j \leq u_i, \forall i \in M, x \text{ binary} \}.$$  

(39)

7.2 Algorithm for Generating Higher-order Cover Inequalities (38)

For the more general setting considered here, we are no longer able, as in Proposition 1, to specify a closed-form expression for the conditions that produce (38), but instead, require an algorithm to generate such an inequality. In essence, in lieu of solving the problem (39) directly, we examine the following feasibility problem $F(p)$, for successive values of $p = 0, 1,\ldots$

$$F(p): \text{Maximize} \{ \sum_{j \in N} a_j x_j : \sum_{j \in N} x_j \leq u, \sum_{j \in N_i} x_j \leq u_i, \forall i \in M, \sum_{j \in J} x_j \leq p, x \text{ binary} \}.$$  

(40)

To begin with, we set $p = 0$ and devise a simple scheme to solve (40). If the optimal objective value is at least $a_0$, then (38) is a trivial inconsequential inequality having $p = 0$. Otherwise, we continue incrementing $p$ by one successively until the objective value in (40) becomes greater than or equal to $a_0$, whence we will have solved (39) and thereby generated (38). Note that in this process, for any value of $p$, having obtained sets $J^* \subseteq J$ and $NJ^* \subseteq NJ$ that correspond to
indices in $J$ and $NJ$, respectively, for which $x_j = 1$ at optimality in (40), in case the optimal value in (40) is less than $a_0$, then the corresponding sets $J_{\text{new}}^*$ and $NJ_{\text{new}}^*$ for $F(p + 1)$ can be obtained by updating $J^*$ and $NJ^*$, noting that $J_{\text{new}}^* = J^* \cup \{j\}$, for some $j \in J - J^*$. This follows from the observation that in the process for solving (40) (from scratch), we can adopt a greedy sequential scheme in which we commence with $x = 0$, and then at each step, we set $x_j = 1$ corresponding to the largest $a_j$-coefficient from among all admissible $x$-variables that can be switched from 0 to 1 subject to the constraints in (40).

This algorithmic scheme is formalized below, where we adopt the following additional notation. For $j \in N$, we let $IN(j)$ identify the index $i$ such that $j \in N_i$. Furthermore, corresponding to the current solution $x$, we let $s_i = \sum_{j \in N_i} x_j$, and $\Sigma = \sum_{j \in N} a_j x_j$. Part A of the algorithm solves Problem (40) for $p = 0$ and generates the corresponding set $NJ^*$ (with $J^* = \emptyset$) by sequentially selecting the smallest possible indices $j \in NJ$ (i.e., having the largest possible $a_j$-values) while ensuring that no more than $u$ total indices are selected from $NJ$, and no more than $u_i$ indices are selected from each $N_i \cap NJ$, $i \in M$. Part B then modifies $J^*$ and $NJ^*$ while sequentially incrementing $p$ in (40) by one in each loop. It does so by identifying (if they exist), the best (smallest) next index $j(i)$ to possibly select from each $J \cap N_i$, $i \in M$, to include into $J^*$; the worst currently selected index $j[i]$ (smallest $a_j$-value) from $N_i \cap NJ^*$, $\forall i \in M$, and the worst currently selected index $j^*$ from $NJ^*$ if $u$ total indices are selected (else, $j^* = 0$). It also identifies two sets $I_1$ and $I_2$, where $I_1$ contains $i \in M$ for which $u_i$ indices are already selected,
but both $j(i)$ and $f[i]$ exist, and $I_2$ contains $i \in M$ for which fewer than $u_i$ indices are currently selected and $j(i)$ exists. For each $i \in I_1$, it next computes the best advantage $\alpha(i) = a_j(i) - a_{f[i]}$ of swapping by selecting $j(i)$ in place of $f[i]$. Similarly, for each $i \in I_2$, the procedure computes the best advantage $\alpha(i) = a_{j(i)} - a_{j^*}$ of selecting $j(i)$ and dropping $j^*$ (if $j^* \neq 0$). The actual swap made is the one that yields the highest advantage $\alpha(i)$ from $i \in I_1 \cup I_2$, and the corresponding selected sets $J^*$ and $NJ^*$ are updated, along with the counters $s_i$, $i \in M$, and the objective value $\Sigma$ of (40). Given feasibility of (39) (which the procedure automatically detects in this process), the algorithm loops until $\Sigma \geq a_0$ is obtained.

Higher-Order Cover Inequality Algorithm.

Begin with $\Sigma = 0$ and $s_i = 0$, $\forall \ i \in M$. Also, set $J^* = NJ^* = \emptyset$, and $p = 0$.

Part A: Generate $NJ^*$.

A0. Let $j(i) = NJ$-First($i$), $\forall \ i \in M$, and let $M(NJ) = \{i \in M: j(i) \neq 0\}$.

A1. If $M(NJ) = \emptyset$, or if $|NJ^*| = u$, proceed to Part B. Otherwise, let $j^* = \min\{j(i): i \in M(NJ)\}$. Then set $NJ^* \leftarrow NJ^* + \{j^*\}$ and $\Sigma \leftarrow \Sigma + a_{j^*}$.

A2. If $\Sigma \geq a_0$, the cut (38) is degenerate with $p = 0$ and the algorithm stops.

Otherwise, let $i = IN(j^*)$, and set $s_i \leftarrow s_i + 1$ and $j(i) = \text{Next}_{M(NJ)}(j^*)$. If either $s_i = u_i$ or $j(i) = 0$, set $M(NJ) \leftarrow M(NJ) - \{i\}$. Return to Step A1.

Part B: Introduce $J^*$ and Modify $NJ^*$.

B0. Redefine $j(i)$ to refer to the set $J$ instead of $NJ$ by setting $j(i) = J$-First($i$), $\forall \ i \in M$, and let $M(J) = \{i \in M: j(i) \neq 0\}$. 
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B1. (a) For each $i \in M(J)$ such that $s_i = u_i$, let $j[i] = \arg\min\{a_j : j \in N_i \cap NJ^*\}$. If $N_i \cap NJ^* = \emptyset$ set $j[i] = 0$.

(b) Let $j^* = \arg\min\{a_j : j \in NJ^*\}$. If $NJ^* = \emptyset$ or if $|NJ^* + J^*| < u$, set $j^* = 0$.

B2. Define $I_1 = \{i \in M : s_i = u_i, j(i) \neq 0, \text{ and } j[i] \neq 0\}$ and $I_2 = \{i \in M : s_i < u_i, j(i) \neq 0\}$.

If $I_1 \cup I_2 = \emptyset$, stop; Problem (39) is infeasible.

B3. For $i \in I_1$, let $\alpha(i) = a_j(i) - a_j[i]$. For $i \in I_2$, let $\alpha(i) = a_j(i) - a_j^*$ if $j^* > 0$ and $\alpha(i) = a_j(i^*)$, otherwise. Then let

$$i^* = \arg\max\{\alpha(i) : i \in I_1 \cup I_2\}.$$ 

If $\alpha(i^*) \leq 0$ stop; Problem (39) is infeasible.

B4. Let $J^* \leftarrow J^* + \{j(i^*)\}$. If $i^* \in I_1$, set $NJ^* \leftarrow NJ^* - j[i^*]$. If $i^* \in I_2$, set $s_{i^*} \leftarrow s_{i^*} + 1$ and if $j^* > 0$, set $NJ^* \leftarrow NJ^* - \{j^*\}$ and $s_h \leftarrow s_h - 1$ for $h = IN(j^*)$ (possibly, $h = i^*$).

B5. Set $\Sigma \leftarrow \Sigma + \alpha(i^*)$ and $p \leftarrow p + 1$. If $\Sigma \geq a_0$, then the cut (38) is obtained and the method stops. Otherwise, if $p = u$, stop; Problem (39) is infeasible. Finally, if the foregoing conditions do not hold, set $j(i^*) \leftarrow \text{Next}_J[j(i^*)]$, and if $j(i^*) = 0$, set $M(J) \leftarrow M(J) - \{i^*\}$. Return to Step B1.

The inclusion of the lower bounds $\ell$ and $\ell_i, i \in M$, to give the more general system (35a, b, c) requires a somewhat more complex process to generate the appropriate valid inequalities. The theorems applicable to this system, as well as to its special case sketched above, yield a set of dominance relationships that are appreciably different and invite different methods of
exploitation than those for the SOC inequalities. We therefore relegate the consideration of such generalized HOC inequalities and their generation and dominance results, as well as associated issues of solving suitable separation problems to generate SOC or HOC inequalities (see Example 2 for some relevant comments), along with computational experimental studies, for follow-on research.
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