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Multistart Tabu Search and Diversification Strategies
for the Quadratic Assignment Problem

Tabitha James, César Rego, and Fred Glover

Abstract—The quadratic assignment problem (QAP) is a well-
known combinatorial optimization problem with a wide variety of
applications, prominently including the facility location problem.
The acknowledged difficulty of the QAP has made it the focus of
many metaheuristic solution approaches. In this paper, we show
the benefit of utilizing strategic diversification within the tabu
search (TS) framework for the QAP, by incorporating several di-
versification and multistart TS variants. Computational results for
an extensive and challenging set of QAP benchmark test problems
demonstrate the ability of our TS variants to improve on a classic
TS approach that is one of the principal and most extensively used
methods for the QAP. We also show that our new procedures are
highly competitive with the best recently introduced methods from
the literature, including more complex hybrid approaches that
incorporate the classic TS method as a subroutine.

Index Terms—Combinatorial optimization, quadratic assign-
ment problem (QAP), tabu search (TS).

I. INTRODUCTION

HE quadratic assignment problem (QAP) is an NP-hard

combinatorial optimization problem first introduced by
Koopmans and Beckmann [44] to model a facility location
problem. In this context, the objective is to find a minimum
cost assignment of facilities to locations considering the flow of
materials between facilities and the distance between locations.
The problem can be formulated as follows:

peEP

min z(p) = Z Z figdp(iyp(i) M
i=1 j=1

where f is the flow matrix, d is the distance matrix, p is
a permutation vector of n indices of facilities (or locations)
mapping a possible assignment of n facilities to n locations,
and P is the set of all n-vector permutations. For each pair of as-
signments r = p(i) and s = p(j) in p, the flow f;; between the
two facilities ¢ and j is multiplied by the distance d,.; between
the two locations 7 and s. The sum of these terms over all pairs
gives the total cost assignment z(p) for the permutation p. The
objective is to find a permutation p* in P of minimum total cost.
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Although facility location has been the most popular applica-
tion of the QAP, a great number of other applications have also
been encountered in a variety of other domains. The blackboard
wiring problem in electronics, the arrangement of electronic
components in printed circuit boards and in microchips, the
balancing of turbine runners, the analysis of chemical re-
actions in chemistry, machine scheduling in manufacturing,
load balancing and task allocation in parallel and distributed
computing, statistical data analysis, information retrieval, and
transportation are among the better known examples of ap-
plications of the QAP in systems engineering [15]. It is also
possible to formulate several other well-known combinatorial
optimization problems as QAPs, including the traveling sales-
man problem (TSP), the maximum clique problem, the linear
ordering problem, and the graph-partitioning problem, each of
them individually embracing a wide range of other applications
in industry, technology, and engineering. Featured articles on
these application domains and special cases may be found in
[10], [20], [29], [41], [67], [68], [70], [76], and [87].

Due to its solution complexity and its broad applicability,
the QAP has been the subject of extensive research in the
realms of both exact solution approaches and metaheuristic
approaches. The computational limits of existing technology
make exact approaches impractical for all but relatively small
problem instances. Metaheuristic approaches have therefore
become popular alternatives due to their superior ability to
obtain good-quality solutions within the limitations of available
computing resources.

Metaheuristic approaches applied to the QAP have
included artificial neural networks [12], simulated annealing
[19], [84], threshold accepting [59], genetic algorithms (GAs)
[18], [82], tabu search (TS) [8], [57], [77], [81], the greedy
randomized adaptive search procedure (GRASP) [48], [65],
evolution strategies [58], ant colony optimization (ACO) [28],
[51], [80], scatter search [21], and path relinking [39]. Many
variations of these approaches are present in the literature
of the QAP, e.g., [3], [22]-[24], [26], [37], [49], [55], [56],
[61], and [83]. In Section II, we survey the current most
advanced approaches for the QAP. Almost all recently suc-
cessful methods have involved hybrids of some type. The
commonality among all these approaches is the use of a local
search method, typically incorporating adaptive memory strate-
gies from TS, embedded within the proposed metaheuristic
framework. Most of the better approaches explicitly incorporate
some variation of the TS algorithm developed by Taillard [81].
Taillard’s robust TS (RTS) algorithm on its own obtains good
solutions for the QAP and is very inexpensive in terms of
computational time.

In this paper, we examine various TS strategies using the
RTS algorithm as a benchmark to demonstrate the contribution
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of these strategies. The resulting TS approaches demonstrate
that high-quality results can be obtained by simple and fast
procedures incorporating traditional TS intensification and di-
versification without requiring the complicated designs intro-
duced in more elaborate hybrid metaheuristics. Our approaches
are both efficient and easy to implement. Consequently, our
improved TS algorithms can also be easily embedded within
more complex metaheuristic procedures such as those described
in Section II. Our algorithms are shown to outperform RTS,
which is the most commonly embedded algorithm in hybrid
metaheuristics for the QAP. We demonstrate improved results
over several other algorithms considered to follow the multistart
framework from the literature, including GRASP and iterative
local search (ILS). Competitive results are also obtained against
some of the best hybrid metaheuristics for the QAP.

The remainder of this paper is organized as follows.
Section II gives an overview of solution approaches for the
QAP. Section III provides a discussion of TS and the details
of the principal components in a classical TS implementation
for the QAP. In Section IV, we present a detailed discussion of
our diversification and multistart TS variants. A discussion of
the computational results is given in Section V, followed by the
concluding remarks in Section VI.

II. QAP SOLUTION APPROACHES

The QAP was first introduced in 1957 [44], and since
then, it has been extensively studied. Sahni and Gonzales [75]
showed that the QAP is NP-complete and that no polynomial-
time heuristic can have a bounded performance ratio unless
P = NP. Queyranne [69] further extended this finding to
include cases where the distance matrix satisfied the triangle
inequality condition. The QAP remains one of the hardest com-
binatorial optimization problems and, due to its computational
complexity, has spawned decades of research in both exact and
approximation algorithms. Although significant advances have
been made in the development of exact solution methods for the
QAP, the success of these methods are still limited to solving
rather small instances of the QAP using massively parallel
computing environments that are cost prohibitive to most. Due
to these computational limitations and the inherent complexity
of the problem, the application of heuristic approaches to the
QAP has been a popular area of research for several decades.
Heuristics provide a way to obtain good but not-guaranteed-
optimal solutions to hard problems within reasonable computa-
tional times. In this section, we briefly review some successful
approaches that are most relevant to our study. We begin our
discussion in Section II-A by tracing the milestone develop-
ments in the area of exact methods for the QAP. In Section II-B,
we examine methods that may be expressly classed as multistart
algorithms. Then, Section II-C provides coverage of the leading
population-based algorithms from the literature.

A. Exact Methods

The most successful exact solution methods for the QAP
are branch-and-bound algorithms based on different bound-
ing techniques [7], [14], [30], [47]. A detailed review of
the various bounding techniques can be found in surveys by
Pardalos et al. [66] and Anstreicher [4]. The complexity of the

QAP is such that the exact solution of problems of size 20 <
n < 30 is considered computationally nontrivial. The solution
of larger problems, where 30 < n < 40, usually requires the
use of massively parallel programming environments. Since the
introduction of some of the first exact solution methods for
the QAP by Lawler [47], several notable advances toward the
optimal solution of larger problem instances have occurred.

The exact solution of any QAP instances of size n = 20
was not obtained until the mid-1990s. Notably, Mautor and
Roucairol [54] presented for the first time the exact optimal
solution to the classical nugl6 instance, as well as els19 and a
size-20 problem by Armour and Buffa. Clausen and Perregaard
[16] were the first to solve the classical nug20 instance to
optimality using a parallel branch-and-bound algorithm. The
solution of nug20 required approximately 960 min of computa-
tional time and 16 processors.

Using a dynamic programming algorithm, Marzetta and
Briingger [53] solved the nug25 instance to optimality for
the first time. Their algorithm was implemented in parallel
and executed on between 64 and 128 processors of an Intel
Paragon and nine DEC Alpha processors. The solution was
obtained after 30 days of total computation time. A rather
more efficient algorithm was then developed by Anstreicher and
Brixius [5] using a convex quadratic programming relaxation
within a branch-and-bound algorithm. The algorithm was run
on a large grid computer and provided the optimal solution for
the nug25 instance after 6.7 h of wall-clock time. This would
have amounted to approximately 13 days of CPU time on the
sequential counterpart.

Hahn and Krarup [36] solved the QAP instance kra30a after
approximately 99 days of computational time on a sequential
workstation. Nystrom [60] reported the optimal solutions to
two problems of size 36 (ste36b and ste36¢) using a distributed
programming environment with 22 processors. The solution
took approximately 60 and 200 days of computation time for
ste36b and ste36c¢, respectively.

Perhaps the most acclaimed development in the exact solu-
tion of QAP instances is due to the work of Anstreicher et al.
[6], as the authors reported the exact solution to nug30. With
the same branch-and-bound algorithm used to solve nug25 in
[5], enhanced with additional branching rules, they were able
to solve the nug27, nug28, nug30, kra30b, and tho30 instances
to optimality. The solution of nug30 took approximately seven
days to complete on a computational grid with an average of
650 computers simultaneously processing, a time that would
translate to almost seven years of computation on a single fast
computer workstation. A similar equivalence results in 15 years
of computation to solve the tho30 instance.

B. Multistart Methods

As the name implies, a multistart method is one that executes
multiple times from different initial settings. In the context
of heuristic search, a multistart can be generally described
as a method that iterates between two component methods:
1) a constructive method used to create a new starting solu-
tion and 2) an improvement method that attempts to improve
this solution by ILS. A multistart algorithm iterates between
these two component methods (or procedures) while saving
the best solution found throughout the search. In its simplest
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form, a multistart can simply be viewed as a random restart
algorithm in which a local search is iteratively run on multiple
randomly generated solutions. Multistarts may become more
sophisticated with the use of adaptive search strategies to both
construct the initial solution and guide the local search com-
ponent. Unlike random restart algorithms, adaptive multistart
methods rely on a more strategic construction of starting solu-
tions for posterior iterative improvement based on the results of
previous optimizations. See [11] for a general exposition of the
method.

As noted in [73], when a constructive process is built upon
information gathered from previous constructing iterations, it
can, without lost of generality, be interpreted as a type of
improvement method where the search for new solutions is
given by a constructive neighborhood. A constructive neigh-
borhood successively adds new components to create a new
solution, while keeping some components of the current solu-
tion fixed. These include methods that assemble components
from different solutions and methods that alter the customary
choices of the constructive process. In general, mechanisms
used to influence choices in constructive processes proceed
by changing algorithm parameters, evaluating solution compo-
nents, or restricting the selection to a specified set of elements.
Once a complete solution is obtained in a multistart algorithm,
the method switches to a type of transition neighborhood to
implement what is usually called a local search procedure,
which iteratively moves from one solution to another based
on the definition of a neighborhood structure. As we will see
later, population-based neighborhoods, commonly used in evo-
lutionary procedures, may also appear in multistart approaches.
Under these adaptive frameworks, a stand-alone constructive
process may only be used to initiate the algorithm since all
subsequent restarts derive from adaptive modifications of some
existing solutions through appropriate destructive/constructive
neighborhoods or by local perturbations generated by some
transition neighborhood.

The purpose of restarting is to drive the search into new
regions of the solution space, which may be viewed as a form
of diversification. Although in adaptive forms of multistart
methods the constructive and improvement components may be
seemingly tied together in a unified search process, it is worth
mentioning that even when perturbation mechanisms are used
to restart the search from a new diverse solution, its neighbor-
hood structure is usually different from the one considered in
the actual improvement component. Perturbation mechanisms
of this kind have proved useful in multistart algorithms for
combinatorial optimization. A prominent example is the mul-
tistart (or “iterative”) variant of the well-known Lin—Kernighan
procedure for TSP. In this setting, the so-called “double-bridge”
neighborhood is used to restart the algorithm once a local
optimum had been found—see, e.g., [17], [40], and [52].
(A similar approach has been recently applied to the maximum
clique problem in [42].)

The concept of repeatedly perturbing a solution based upon
the search history and reapplying the local search component
has been popularized in the field of metaheuristics as ILS and
clearly defines a type of multistart strategy based on perturba-
tion. See [50] for a comprehensive exposition of the method
and a survey of perturbation techniques used in a variety of
applications.

In general, the degree of perturbation is influenced by the
type of neighborhood and the number of moves applied at
each restart. A similar analog can be made to reflect the
degree of reconstruction in destructive/constructive neighbor-
hoods. Obviously, more than one alternative neighborhood can
be used alone or in combination to induce different levels
of diversification in both types of processes. A particularly
successful application of combining different neighborhoods
has recently proved effective in a local search algorithm for
job shop scheduling [72]. In this implementation, the algorithm
restarts multiple times from a diversified solution produced
by a local optimization procedure that removes a specified
number of machines (solution components) from the schedule
(solution) and constructs a new solution by iteratively reinsert-
ing the machines into the schedule.

A typical characteristic of multistart algorithms is the use of
some degree of randomization as a means to induce diversi-
fication at each restart. Random-start approaches represent an
extreme of high degree of randomization. Such an approach
may be characterized as inserting diversity into a search in an
uncontrolled manner. On the other hand, the types of adaptive
multistart approaches that make use of randomization employ
it in a controlled manner.

GRASP is one of the best known examples of an adaptive
randomized multistart algorithm. The constructive phase of
GRASP is an example of the application of a more systematic
application of randomness. A GRASP implementation for the
QAP is presented in [48]. The constructive phase of the GRASP
algorithm for the QAP creates a sorted list of elements based
on the costs of the assignments and then constructs an initial
solution by randomly selecting elements from the portion of
the list that falls within a defined percentage. Hence, this
construction phase is not completely greedy but applies a level
of controlled randomness.

As discussed in [33], improved forms of adaptive multistarts
can be achieved by drawing on principles of adaptive memory
of TS. In this manner, memory may be used to construct a
solution based on known components of previously good solu-
tions. In a similar manner, memory may be used to introduce
diversification. That is, by using memory, an initial solution
may be generated such that it is by some known degree different
from the best solution(s). Our diversified best-solution-found
TS (DivTS) algorithm in this paper follows this approach by
utilizing a diversity procedure to strategically create an initial
solution from good solutions found throughout the search. In
this way, diversity can be introduced in a controlled manner as
opposed to the use of uncontrolled randomization.

Fleurent and Glover [27] have proposed the use of memory
in a multistart TS for the QAP. They suggest the application of
the type of frequency and recency memory common in adap-
tive memory approaches to the constructive component of the
multistart algorithm. Their multistart introduced intensification
into the algorithm by using the concepts of strongly determined
and consistent variables in the construction phase. Strongly
determined variables are those elements of the solution that
cannot be removed without significantly degrading the objec-
tive function value. Consistent variables are those elements of a
solution that tend to be common across high-quality solutions.
In strategies employing these concepts, certain variables are
fixed based on search guidance. In addition to the study of
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Fleurent and Glover, Palubeckis [62] also developed a multistart
TS variant that employed these techniques to unconstrained
binary quadratic optimization. Palubeckis [62] explored several
other multistart TS variants for unconstrained binary quadratic
optimization in his study, including a random restart, a con-
structive procedure, a randomized semigreedy construction,
and a perturbation procedure. Palubeckis [63] also explored the
same type of techniques applied to the graph-coloring problem,
and Palubeckis and Krivickiene [64] explored the same type
of techniques applied to the MAX-CUT problem. All of these
variants differ in the approach taken to generate the starting
solutions and have shown good results for the problems to
which they are applied.

A more advanced variant of GRASP enhanced by a TS
path-relinking strategy is introduced in [61] for the QAP. This
algorithm is similar to the GRASP algorithm of Li et al. [48]
mentioned above, except that it modifies the improvement
procedure of the algorithm by exploring search paths between
solutions using transition neighborhoods in a path-relinking
fashion.

Misevicius [57] also introduced several multistart TS variants
(ETS1, ETS2, and ETS3) for the QAP. These algorithms sim-
ply apply a modified RTS procedure of Taillard’s algorithms
[81] to solutions that are periodically subjected to mutations
(i.e., perturbations). Taillard’s RTS algorithm was amended to
exclude the aspiration criteria, decrease the tabu tenure, and
simplify the tabu condition. Several diversifying perturbation
schemes were incorporated into these algorithms, including
a random pairwise exchange procedure, a shift procedure, a
dichotomic mutation (exchanging halves of the permutation),
and a neighbor exchange mutation (exchanging two adjacent
assignments). The variants test various combinations of these
operators. Misevicius’s approach can be viewed as a multistart
TS using a variety of diversification operators. The layering to
these TSs are more complicated than those in this paper, as
often, several levels of restarting occur with multiple diversi-
fication operators.

Stiitzle [79] examined several ILS algorithms for the QAP.
All of his variants used a simple two-opt local search and
perturb the solution using random pairwise exchanges. To
determine a solution from which to restart the search, several
options were considered. In the traditional ILS variant, the
best solution, which may or may not be the working solution
obtained by the current run of the local search, is perturbed, and
then, a local search is applied (ILS1). In the second version, a
random restart (ILS2) was employed, which straightforwardly
replaces the working solution with a random permutation. The
third variant always perturbs the working solution obtained
from the local search (ILS3). The fourth variant allows worse
solutions based upon a probability, which are then perturbed,
and the local search is restarted (ILS4).

ACO may also be considered a multistart algorithm. Like
GRASP, ACO uses a probabilistic construction phase but dif-
fers by using the search history to influence it. The premise
of ACO algorithms is that as a search occurs and good so-
lutions are found, more of the ants will take similar paths
(that is, locate elements in the same position). The collection
of this search information is stored in memory and called
the pheromone trail. ACO constructively builds solutions by
choosing an assignment influenced by the pheromone trail.

A local search is then applied to the constructed solution.
Several ACO algorithms for the QAP are given by Stiitzle
and Dorigo [80]. The first variant modifies the construction
phase to use the pheromone trail to modify the current solution
rather than construct a new one (ACO1). The next two variants
use a typical ACO construction phase, but ACO2 applies a
two-opt local search, whereas ACO3 uses RTS as its local
search.

Another type of multistart appears in some variants of the
relaxation adaptive memory programming (RAMP) approach
[71]. Here, restarts occur in the dual space of a relaxation of the
original problem whose solutions provide starting points for the
construction of primal feasible solutions (i.e., solutions that are
feasible to the original problem). Once a solution is constructed,
a local search is then applied to find enhanced solutions. The
method alternates between the primal (improvement) and the
dual (constructive) procedures while maintaining appropriate
memory structures that affect both the primal and the dual
searches. Simple variants of RAMP keep track of the best
solution found during the search; however, more advanced
variants maintain a reference set of high-quality and diverse
solutions, which may be combined in an evolutionary fashion to
generate new enhanced solutions. This more advanced setting
is an example of using population-based neighborhoods within
a multistart approach. Although relatively new, the RAMP
method has already proved very effective in solving a number
of combinatorial optimization problems, which include set cov-
ering, facility location, linear ordering, generalized assignment,
and network design.

This is by no means an exhaustive list of possible adaptive
memory strategies that may be employed in a multistart al-
gorithm. For further uses of adaptive memory strategies and
their use in restarted algorithms, see, for example, [1], [9], [34],
and [45].

C. Leading Population-Based Methods for the QAP

A number of the recent metaheuristic solution techniques
consist of GA variants coupled with TS. Misevicius proposed
two GA approaches joined with TS for the QAP, a GA hy-
bridized with a “ruin-and-recreate” procedure (GA/TS) [55]
and an improved hybrid GA (GA/TS/I) utilizing a “shift muta-
tion operator” [56]. Both of these approaches are superimposed
on a modified version of Taillard’s TS, which is used to execute
the key function of improving the solutions provided by the
GA operators. The ruin-and-recreate procedure uses an operator
to randomly perturb the solutions provided by the GA. The
TS procedure is then applied as an operator to “recreate”
solutions provided by the GA operators, as well as the “ruined”
solutions created by the perturbations [55]. The more advanced
hybrid GA version of this approach adds a “shift mutation”
operator that further perturbs selected solutions to create greater
diversification [56].

Two other hybrid GA approaches are given by Drezner [23],
[24], which similarly incorporate several TS variations within
a modified GA framework. Drezner [23] examines the use of
a descent heuristic (GA/SD), a simple TS (GA-S/TS), and a
new “concentric” TS procedure (GA-C/TS), which identifies
and evaluates candidate moves based upon their distance from
a “center” solution. Drezner [24] incorporates an extension of
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the concentric TS approach (GA-IC/TS) that considers a larger
number of permissible moves.

A population-based path-relinking approach using Taillard’s
RTS procedure as an improvement method is introduced and
studied in [39]. Recently, a hybrid metaheuristic approach
combining ACO with a GA and local search (ACO-GA/LS) has
been proposed by Tseng and Liang [83]. Stiitzle [79] presents
several population-based variants of ILS (ILS5, ILS6, and
I-ILS6). These algorithms maintain a population of solutions
and use ILS to operate on the population. The third variant,
I-ILS6, uses an improved local search from all the previous ILS
algorithms discussed.

Due to differences in the QAP test sets chosen for testing,
direct comparisons of the techniques outlined above are dif-
ficult. This makes the designation of a “best” metaheuristic
impossible. The best performing algorithms from the litera-
ture typically provide computational results for different test
instances from QAPLIB/Taillard’s repository. The hybrid GAs
introduced by Misevicius [55], [56] and the TS variants [57]
produce some of the best solutions for the Taillard test sets,
but they are not run on any other test instances. The hybrid
GA of Drezner [24] produces the best quality solutions for
the Skorin—Kapov test suite. No results are presented for the
Taillard test instances for Drezner’s algorithms.

Although this is not an exhaustive list of approaches for
the QAP, the algorithms discussed constitute many of the best
performing approaches found in the current literature. As noted,
all utilize some variation of a local search procedure, typically
either Taillard’s RTS procedure or a modification of it. As
RTS is often a component of more complex metaheuristics, the
development of a multistart T'S variant that would provide better
solution quality than RTS in similar runtimes is the goal of
this paper.

III. TS FOR THE QAP

The hallmark of TS is the use of adaptive memory to guide
the exploration of the search space. Basic (rudimentary) TS
procedures make use of short-term memory to exclude consid-
eration of moves that lead back to recently visited solutions,
together with one or more aspiration criteria that override the
tabu status of moves that have suitably attractive properties.
More advanced TS procedures incorporate additional short-
term and longer term memory structures, including those based
on frequency and on logical analysis. Accompanying these
memory structures are intensification and diversification strate-
gies, which, respectively, focus the search in regions previously
found to contain good solutions and drive the search into
promising new regions not previously visited.

It is well known that the design of appropriate intensification
and diversification strategies is essential to achieve high levels
of performance in local search algorithms. There are many
different ways to design and implement these strategies in TS,
and their use typically depends on the application. In general,
the first level of intensification and diversification is achieved
by changing the tabu list size. Small sizes encourage the ex-
ploration of solutions near a local optimum, and larger sizes
push the search out of the vicinity of the local optimum. Varying
the tabu list size during the search provides one way to explore
the effect of tabu list size, and this approach has proved useful

in a number of TS applications. Advanced forms of short-term
memory may consider various types of tabu restrictions associ-
ated with several aspiration criteria, which may be used to make
a decision about the acceptance of the tabu status of a particular
move. Taillard’s RTS algorithm [81] considered in this paper
is a classical example of an effective TS short-term memory
algorithm using multiple levels of aspiration criteria. Although
in some cases, the use of short-term memory may be sufficient
to produce high-quality solutions, many studies have shown that
versions of TS that include longer term memory components
generally prove superior to more limited versions (e.g., [25],
[38], [43], [46], and [78]). The literature in TS abounds with
algorithms exploring intensification and diversification through
a variety of long-term memory structures and strategies ap-
plied to numerous problem settings. (A simple Google Scholar
search returns over 1000 articles on TS containing the exact
phrase “long term memory.”) These strategies can range from
relatively simple to very intricate designs, depending on the
application and the type of implementation chosen to explore
possible tradeoffs between ease of implementation and sophis-
tication of the search.

The most commonly used long-term memory keeps track of
the frequency of components of solutions (or move attributes)
that occur in high-quality (or elite) solutions or that have been
involved in selected moves. As part of a longer term intensi-
fication strategy, the elements of a solution may be judiciously
selected to be provisionally locked into the solution on the basis
of having occurred with high frequency in the best solutions
found. Conversely, diversification strategies typically penalize
such highest frequency elements so that the search can move
into previously unexplored regions of the solution space (see
[34] for a detailed explanation of various forms and uses of
memory within TS processes).

Although intensification and diversification are equally im-
portant components in finding the best solutions, the design
of an effective diversification strategy is usually a significantly
more complex task. Whereas intensification restricts the search
to regions containing attributes that are known to be part of
high-quality solutions, diversification is concerned with discov-
ering new regions of potentially good solutions in a vastly larger
search space of unknown characteristics.

Diversification techniques generally fall into two main cat-
egories. The first, called continuous diversification, alters
the regular search trajectory by perturbing the current search
parameters or by biasing the evaluation of possible moves.
The second, called discontinuous diversification, strategically
replaces the current working solution with a different solution,
using it as a new starting point to continue the search. TS
strategies that combine solution attributes (e.g., by hash func-
tions [86], chunking [85], or vocabulary building methods [35])
or complete solutions (e.g., by path relinking [31]) to create
other solutions that are used as starting points to generate
other solutions may be viewed as discontinuous diversifica-
tion approaches. Moreover, when the construction of the new
solutions produced by these or other TS strategies alternate
with the improvement of all or some of the newly created
solutions, such approaches fall into a special type of adaptive
multistart methods generally called multistart TS methods, as
defined in Section II-B. The path-relinking implementation of
James et al. [39] is an example of such multistart TS strategy.
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For the purpose of this paper, we focus primarily on the
simple TS strategies, utilizing intensification and diversification
processes that are straightforward and easy to implement.

The RTS algorithm developed by Taillard [81] provides a
core TS method that itself embodies simple components and
that has been shown to provide high-quality solutions to the
QAP with a small expenditure of solution time. As in the case
of many of the other leading QAP methods, our current study
incorporates many of the design features of the RTS algorithm.
We also use this method as a benchmark for evaluating the con-
tribution of various diversification and multistart TS procedures
we have developed. The remainder of this section describes the
basic components of our approaches.

A. Neighborhood Specification

The neighborhood most commonly employed in local search
algorithms for the QAP, including RTS and the multistart
methods presented in this paper, is the classical two-exchange
(or swap) neighborhood.

To illustrate, consider the following permutation:

p=(3,12,1,5,8,7,2,9,4,10,6,11).

It is convenient to view each location in the permutation
as representing a facility. Entries in the permutation therefore
represent the assigned location of each facility. The above
permutation therefore represents the assignment of facility 1 to
location 3, facility 2 to location 12, and so on. It is straightfor-
ward to reverse this encoding.

A move in the two-exchange neighborhood consists of ex-
changing (or swapping) two locations. For example, a move
denoted by (5, 9) results in the following permutation:

P =(3,12,1,9,8,7,2,5,4,10,6,11).

The new solution now assigns facility 4 to location 9 and
facility 8 to location 5. The neighborhood thus constitutes the
set of all possible moves of this type.

Other encodings and neighborhoods (such as k-exchange
neighborhoods) have also been considered in the literature,
but the computational burden of the larger exchange neigh-
borhoods (k > 2) has limited their use. Exceptions are the
very-large-scale-neighborhood search procedures [2] and ad-
vanced neighborhood constructions derived from ejection chain
methods [74].

In the case of the simple two-swap neighborhood selected
here, the value of each possible new permutation created by a
swap move could simply be calculated based on the objective
function given in Section I. However, as the size of the problem
grows, such an explicit calculation becomes expensive. One
of the key elements of Taillard’s RTS is a procedure that
quickly ascertains the impact of the two-exchange moves on
a given permutation, thereby saving computational cost, as we
examine next.

B. Computation and Update of Solution Cost Changes

To expedite the evaluation of a two-exchange move, the RTS
algorithm utilizes a matrix to store the cost associated with
each swap that may be executed in the current permutation.

These “partial costs” can then be added to the original cost
of the permutation to obtain the value associated with the new
permutation. In this manner, the costs of possible moves can be
quickly evaluated, and once a move is chosen, the matrix can be
efficiently updated to reflect the costs associated with the newly
formed permutation. Let the triplet (p, r, s) define a move that
swaps the elements r and s in a permutation p; the partial costs
associated with the move, for symmetrical QAP instances, can
be calculated by

Ap,r,8) =2 Y (for = fri) (dp(oypr) — dpryp(iy) - ()
k#r,s

Let us consider an example for the symmetric case. Suppose
d and f are given as

10 3 8 4 2 417
d— 3 10 6 1 f= 4 2 3 5
§ 6 10 9 1 3 2 7
4 1 9 10 7T 5 7 2

For illustration purposes, we choose an arbitrary permutation
p = (2,1, 3,4) and calculate the objective function z(p) = 344
using (1).

Using permutation p, we can calculate the partial cost ma-
trix A. For each off-diagonal value in A, A(p,r,s) denotes
the change in cost of performing the exchange (r,s) on p.
Therefore, in our example, the off-diagonal elements in A are
calculated using (2) as follows:

A(p,1,2)=2x((8—6)x (1—3)+(4—1) x (T—5)) =4
A(p,1,3)=2x((3—6)x (1—4)+(4—9) x (7T—5)) = 2
A(p,1,4)=2x((3—1)x (T—4)+(8—9) x (7T—3)) =4
Ap,2,3)=2x((3—8)x (3—4)+(1—9) x (7—7)) =10
A(p,2,4) =2x((3—4) x (5—4)+(6—9) x (T—1)) =—38
A(p,3,4)=2x((8—4)x(5—3)+(6—1)x(7—1))=T76

which results in the following partial cost matrix:

4 -2 4
4 10 —-38
A= -2 10 76
4 -38 76

Considering the partial cost matrix A, the best exchange on p
is (2, 4), resulting in the following permutation t = (2,4, 3,1)
and objective function z(t) = 344 — 38 = 306.

Once a move (7, s) is chosen, it is then possible to update the
move cost matrix for symmetrical instances by the function

A(tv ’LL, ’U) = A(pa u, ’U) +2(fru _frv +fsv _fsu)
X (di(s)eu) = di(s)e(o) T di(ryi) = igryewy) 3

where ¢ is the new permutation, and » and v differ from r and s.
If u or v is the same as r or s, then (2) can be used to compute
the cost (see [81] for a more detailed discussion of these costs
and [13] for a discussion of asymmetrical cases).
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Continuing the previous example, to update the partial cost
matrix A using (2) when u or v is the same as r or s and (3)
otherwise, assuming that we made the exchange (2, 4)

At 1,2)=2x((8—6)x (T—3)+(4—1) x (7—4)) =34
A(t,1,3)= —2+(2x ((3—6+9—4) x (4—14+7-5))) =18
A(t,1,4)=2x ((3—1)x (T—5)+(8—9) x (1—3)) =12
A(t,2,3)=2x((3-8)x (3—5)+(1—9) x (1-7)) =116
A(t,2,4)=2x ((3—4) x (4—5)+(6—9) x (1—7)) =38
A(t,3,4)=2x ((8—4) x (4—3)+(6—1) x (T—7)) =8.

As can be seen above, (3) is only used for A(¢, 1, 3) since in
our small example, this is the only case where the condition is
not violated. In other words, in all the other cases, either u or
v is equal to either 2 or 4. As the problem size grows, it can be
seen that (3) will be more frequently used. The new partial cost
matrix becomes

34 18 12

34 116 38

A= 18 116 8
12 38 8

For every exchange performed, the partial cost matrix A
is updated as demonstrated using permutation ¢. The process
restarts from the beginning for an entirely new permutation.

C. Tabu List

The tabu list to carry out a short-term memory function
maintains a record of previously accepted moves by assigning
these moves a tabu tenure that denotes the length of time
(typically in iterations) during which the elements of a previous
move are considered “tabu” and, hence, a move consisting of
such elements is forbidden. In this paper, we adopt the rules
for designating an exchange tabu utilized in the RTS algorithm.
However, our variants change the basic structure of the algo-
rithm, as will be discussed in later sections. Modifications to
the maintenance of the tabu list matrix are performed in our
algorithms, which result in a tabu list with a different structure
than that in RTS.

To determine the tabu status, we maintain a matrix of tabu
tenures for each element, starting from a tabu tenure matrix
in which all moves are permissible. Once a move is accepted,
an updated tabu tenure is assigned to both elements of the
exchange and stored in the matrix. This updated tenure results
from adding a random number from a defined range to the
iteration count, making the associated elements tabu for a
specified number of iterations beyond the current iteration. The
tabu condition prevents a move from being executed only if
both elements of the exchange are currently tabu.

D. Aspiration Criteria

An aspiration criterion is a rule that allows the tabu status to
be overridden in cases where the forbidden exchange exhibits
desirable properties. The aspiration criteria incorporated into all

Loop while (num_failures < max_failures})
If is tabu but meets all aspiration criteria or is not tabu and best cost so far
store best exchange that meets all conditions
End If
update tabu list
make exchange on working solution
If strictly improving
update best solution
Else
increment num_failures
End If
End Loop

Fig. 1. TS framework.

variants developed in this paper are the same as those used in
the RTS algorithm.

The aspiration criteria utilized in this paper require a tabu
move to successfully pass through a series of three levels of
criteria to ultimately become a permissible exchange. The first
level necessitates that an exchange meet one of two criteria.
The first determines if the forbidden move results in a global
best solution. The second establishes whether the tabu tenure
of at least one of the two elements of the exchange is less than
a predefined ceiling (the iteration minus a defined aspiration
value). If the forbidden move meets either requirement, then it
is marked as potentially admissible and is subject to the second-
level criterion.

The second-level criterion determines if the tabu exchange
under consideration is the first forbidden move examined in the
current iteration of the algorithm. If the exchange is the first
move to override the tabu status for the current working permu-
tation, then the move is permitted. Otherwise, the exchange is
subjected to one final criterion.

The third-level criterion determines the quality of the ex-
change in relation to the cost of the previous exchanges exam-
ined during the current iteration. This comparison examines the
move (or partial) cost rather than the objective function value of
the permutation after the exchange. If the cost of the forbidden
exchange is better than all of the previous exchanges examined
on the current working solution, the move becomes permissible.

E. Traditional TS Algorithm

The outline of a traditional TS algorithm is provided in Fig. 1.
The outer loop of Fig. 1 determines the number of iterations
the algorithm is allowed before execution ceases (the stopping
condition). The stopping condition applied in a traditional
TS may be based on the solution quality, execution time, or
iterations. The stopping condition utilized in all variations of
the TS algorithms in this paper, including the RTS used for
comparisons, is to stop the execution of the algorithm after
the global best solution is not updated for a defined number of
iterations. In the original RTS algorithm, the stopping condition
was a defined number of iterations regardless of improvement.
In this paper, it was modified in the original RTS to allow for
valid comparisons with the proposed multistart variants.

The main logic of the algorithm begins by setting the work-
ing solution to a randomly drawn permutation and calculating
the partial cost matrix for this permutation. All possible swaps
are considered, and the best non-tabu or aspired move is ac-
cepted. The chosen move is not necessarily globally improving,
but that move is still made on the working solution. If the
permutation resulting from the move is globally improving, the
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global best solution is appropriately updated. After an exchange
is chosen, the tabu tenure for each element of the accepted
exchange is updated. The partial cost matrix for the permutation
is also appropriately updated to reflect the exchange made on
the old working solution, and the algorithm repeats by choosing
the next desired exchange on the new working solution.

If the components described in the previous sections are
inserted into the skeleton in Fig. 1, the resulting algorithm is
an RTS with a modified stopping condition. The diversification
and multistart variants developed in this paper change the
structure of this skeleton and will be discussed in depth in the
following sections.

IV. DIVERSIFICATION AND MULTISTART TS STRATEGIES

The algorithm skeleton provided in Fig. 1 assumes that the
algorithm is seeded with one initial permutation and continu-
ously modifies the current permutation until a stopping criterion
is met. A multistart approach extends this traditional design by
adjusting the search strategy to modify the standard search path.
A continuous diversification can be obtained by strategically
changing the current parameter settings while continuing the
search from the current working solution. Conversely, a discon-
tinuous diversification strategy consists of restarting the search
from a solution that somewhat differs from the current working
solution. This may consist of going back to a previously visited
solution to explore a different search trajectory or creating a
new solution to restart the search.

As discussed earlier, the type of procedures that discontinue
the current search trajectory by employing some degree of
reconstruction of the solution structure or explicit perturbation
are generally called multistart approaches. In this paper, we ex-
plore discontinuous diversification strategies that both change
the trajectory from a previously visited solution and create a
new working solution, as well as continuous diversification
strategies.

Accordingly, the TS variants developed in this paper can be
separated into two categories. The first category implements a
continuous diversification TS process and contains variants that
perturb the search by modifying some algorithm parameters
but continue the exploration from the same working solution.
By modifying the parameters, the permissible exchanges for
subsequent iterations of the algorithm are altered, allowing for
the possibility that the algorithm proceeds on a different search
trajectory than that of the traditional TS. Since these variants
continue from the same working solution, they do not alter the
position in the search space from which the search continues.
The restricted-descent TS (RDTS) and the tabu tenure mod-
ification TS (TTMTS) both fall into this category, where the
alteration of the tabu list matrix and the tabu tenure parameters
is explored. The tabu list matrix contains the current tabu status
of the elements that establish whether an exchange is forbidden.
The tabu tenure parameters designate the range of values from
which the tabu tenure for an element is chosen. The value (tabu
tenure) drawn from this range determines the length of time an
exchange is forbidden. These parameters may also impact the
aspiration criteria. As mentioned previously, a solution passes a
first-level aspiration test if the tabu status of one of the elements
of an exchange is less than a defined ceiling. The aspiration
value parameter is not modified in the algorithms.

Loop while (num_failures < max_failures)

If is tabu but meets all aspiration criteria or is not tabu and best cost so far
store best exchange that meets all conditions

End If

update tabu list

make exchange on working solution

If strictly improving
update best solution

Else
increment num_failures
If (hnum_failures = allowable_failures)
Perform diversification
Reset allowable_failures
End If
End If
End Loop

Fig. 2. Diversification and multistart TS framework.

The second category implements a discontinuous diversifica-
tion TS process and contains the random-restart TS (RRTS), the
best-solution-found TS (BSFTS), and DivTS. In these variants,
the parameter modifications are combined with the replacement
of the working solution by some other permutation. The new
starting solution replaces the current working solution in these
algorithms and is a randomly drawn solution, the global best
solution, or a diversified version of the global best solution,
respectively. Although all these variants preserve the global best
solution found, they differ with respect to how they use the
previous search history to proceed. The restart that occurs in the
RRTS variant is identical to starting a new TS with modified
tabu tenure range parameters, except that the best solution
found is still retained for comparison. The other two variants
replace the current working solution with a previously visited
solution or a variation of such a solution that is already known
to be favorable, thus utilizing information from the previous
iterations of the search.

The addition of a diversification component changes the
structure of the algorithm presented in Fig. 1 by forcefully
altering the search trajectory in some manner when an un-
desirable amount of stagnation occurs. Each variant follows
the skeleton given in Fig. 2 and differs only in the type of
diversification applied. The diversification process that occurs
when the allowable failure threshold is reached for each of the
five variants will be detailed in the following sections.

A. RDTS Approach

This TS variant implements a continuous diversification
approach simply by modifying the tabu tenure parameter. As
the search begins to stagnate (the allowable failure condition
in Fig. 2 is met), the current tabu status of all elements is
released by resetting the tabu list matrix to once again allow all
possible moves from the current working solution. The tabu list
is then rebuilt as subsequent moves are made, and the algorithm
continues to iterate until either the allowable failure condition is
met again or the stopping condition is reached. In this manner,
a restricted descent from the current working solution occurs
at the diversification stage since a greedier move selection is
allowed initially as the tabu list matrix is being recreated.

In the RDTS variant, the tabu tenure parameters are defined
as in RTS and left constant throughout the entire run of the
algorithm. The diversification applied in this variant is only in
terms of a parameter adjustment; the current working solution is
not replaced. The intention of this variant is to gauge the impact
of releasing the tabu list to benchmark the more sophisticated
modifications.
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B. TTMTS Approach

The TTMTS variant takes the previous continuous diversi-
fication approach one step further. As in the previous variant
(RDTYS), the tabu list is released (cleared). The TTMTS variant
then additionally modifies the tabu tenure parameters. The tabu
tenure for an exchanged element is drawn from a defined range,
added to the current iteration count, and subsequently stored in
the tabu list matrix. To obtain the tabu tenure of an element,
an upper value and a lower value are required to determine
the range. Both values are dependent on the size of the QAP
instance being examined. However, in the RTS algorithm, these
values were kept constant, and for a particular instance, the
range did not change over the run of the algorithm.

In the TTMTS variant, when the allowable failure condition
is reached, not only is the tabu list released, but also new upper
and lower values to determine the tabu tenure range are chosen.
At each diversification stage, therefore, it is possible that the
range of tabu tenure values can tighten or loosen. This could
result in the tabu status of elements expiring closer together
for subsequent iterations of the algorithm. It may also result
in a larger divergence in the length of time elements are tabu.
The range values may increase or decrease from the previous
settings. This means that the length of the tabu tenure of all
exchanged elements may correspondingly increase or decrease
for subsequent iterations of the algorithm. This parameter mod-
ification changes the set of permissible moves as the algorithm
continues from each diversification stage. Similar to the tabu list
parameter modification, this may change the search trajectory.

Again, the current working solution in this variant is not
replaced, the search continues from the same working solu-
tion obtained from the iteration previous to the diversification
stage.

C. RRTS Approach

The RRTS variant implements a discontinuous diversifica-
tion strategy by multistart. The algorithm restarts the search
from a randomly drawn permutation with new tabu tenure pa-
rameters and a released tabu list. It restarts when the algorithm
stagnates and saves only the global best solution. This approach
is similar to running a traditional TS algorithm, with new tabu
tenure parameters for each search phase, but runs several times
for a shorter number of iterations.

As in the TTMTS variant, the RRTS algorithm restarts under
the new tabu tenure parameters and a released tabu list but
does not restart from the current working solution. Rather, the
current working solution is replaced with a randomly drawn
permutation generated in the same manner as the initial working
solution. The only information saved from the previous itera-
tions of the search is the global best solution. However, this
previous search information may impact the aspiration criteria
since a permutation created from a move may be less likely to
improve upon the global best solution.

D. BSFTS Restart Approach

As in the previous two variants, the same modifications to
the tabu list matrix and the tabu tenure parameters are made
in the BSFTS variant. The difference in this discontinuous
diversification variant is that the working solution from which

position = 1
For start = step to 1 (decrement start by 1)

For j = start to n_var (increment j by step)
starting_solution (position) = seed_solution(j)
position ++ (increment position by 1)

End For
End For

Fig. 3. Pseudocode for the diversification method.

the algorithm continues after the restart is the best solution
found up to that point in the search. This allows for a restricted
descent from the global best solution under new tabu tenure
parameters. In this case, the idea is to capitalize on the best
information currently available and perturb the search from this
region with the adjustment of the tabu tenure parameters. This
intensifies the search, in a simple manner, as it forces the search
to restart from an already-promising region.

E. DivTS Restart Approach

The DivTS variant also releases the tabu list and modifies
the tabu tenure parameters in the same manner as above. The
DivTS discontinuous diversification variant again differs in the
replacement of the current working solution at the restart. This
variant perturbs the search trajectory by replacing the current
working solution with a strategically diversified permutation
created from the global best solution found up to the restart
condition being met.

This new working solution may greatly differ from the
current global best solution and the current working solution,
but it is not randomly generated as in the RRTS variant.
The DivTS approach forcefully diversifies the search but in a
more tactical manner than a random restart. The diversification
procedure used provides a certain level of assured variability in
the solution from which the algorithm is restarted. The method
used to create the new working solution from the current best
known solution (BKS) is described in the following section.

Diversification Procedure: The diversification procedure
used in DivTS is suggested by Glover [31]. The pseudocode
for this procedure is given in Fig. 3. The method generates new
starting solutions from a randomly generated seed solution in
the manner illustrated below.

Suppose that a randomly generated permutation such as s is
given, where s(1), ..., s(n) are the locations to which facilities
1,...,n are assigned

s=(8,1,5,10,9,3,7,2,12,11,6,4).

A step is defined that determines the increment used to step
through the elements of the permutation. The step is also used
to initialize the starting position (the start variable in Fig. 3).
For example, if step = 3, then through the first pass of the inner
loop, start = 3, which results in the partial solution

ss = (5,3,12,4).

The starting position is then readjusted to start = 2, generat-
ing in the next pass of the inner loop

ss=(5,3,12,4,1,9,2,6).
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TABLE 1
TS VARIANT PARAMETER SETTINGS

Parameter RTS RDTS TTMTS RRTS BSFTS DivTS
Maximum Failures
(Stopping Criterion) 50000*n 50000*n 50000*n 50000*n 50000*n 50000*n
Allowable Failures
Lower Limit (50000*n) (50000*n) (50000%*n) (50000*n) (50000*n)
(Restart Parameter) nj/a /1000 /1000 /1000 /1000 /1000
Allowable Failures
Upper Limit (50000*n) (50000*n) (5000*n) (50000*n) (50000*n)
(Restart Parameter) n/a /10 /10 /10 /10 /10
Tabu Tenure 9*n/10 9*n/10 1*n/10 1*n/10 1*n/10 1*n/10
Lower Limit (static) (static) (variable) (variable) (variable) (variable)
Tabu Tenure 11*n/10 11*n/10 11*n/10 11*n/10 11*n/10 11*n/10
Upper Limit (static) (static) (variable) (variable) (variable) (variable)
Aspiration Value n*n*2 n*n*2 n*n*2 n*n*2 n*n*2 n*n*2

This process is continued until start = 1, in which case a full
starting solution is generated

ss=(5,3,12,4,1,9,2,6,8,10,7,11).

This method can be used to generate 1 to n solutions
from any given permutation, where n is the number of lo-
cations/facilities in the problem instance. The first solution
produced is simply the original seed solution. In the DivTS
variant, the step size starts at 1 and is increased by 1 at each
restart until it equals the problem size and then, if necessary, is
reset to 1. Therefore, at the first restart of DivTS, the current
working solution is replaced with the global best solution, and
at each subsequent restart, a diversified version of the global
best solution is utilized.

V. COMPUTATIONAL RESULTS AND DISCUSSION

For computational testing, a set of 126 test problems obtained
from QAPLIB (http://www.seas.upenn.edu/qaplib/inst.html)
and Taillard’s repository (http://mistic.heig-vd.ch/taillard/
problemes.dir/qap.dir/qap.html) were used. All of the TS vari-
ants proposed in this paper and the RTS algorithm were written
in C and run on a single Intel Itanium processor (1.3 GHz).
The machine used was an SGI Altix running Linux and the
Intel compilers. Each algorithm was run ten times, starting
from ten different randomly generated seed solutions (initial
working solutions).

A. Computational Analysis of the Variants

To determine the best TS algorithms, we tested our five
variants against RTS on a subset of the test instances. The
most widely used 31 instances were chosen as a representative
set of diverse and difficult instances in the standard testbed.
The Skorin—Kapov instances and the Taillard instances are the
most common instances utilized for computational testing in
recent studies. Furthermore, these two test sets contain a greater
number of large instances, and obtaining the BKS often proves
more elusive for these two test sets. The best variant found
in this analysis was then run on the remaining 95 instances,
and comparisons to algorithms from the literature are given in
Section V-B.

The parameters for each variation are shown in Table 1. The
stopping condition was set to 50 000*n (n being the problem
size or number of facilities/locations for the problem). The
RTS procedure was written identically to Taillard’s algorithm

with the exception of the stopping criterion. The stopping
criterion was changed from a fixed number of iterations to
a maximum number of failures rule to provide valid com-
parisons between RTS and the diversification and multistart
variants.

The allowable failure limits define a range from which the
number of iterations, in which no improving move is found
before the diversification is applied, is chosen. An initial num-
ber of iterations are chosen from this range at the beginning of
the algorithm, and in each diversification stage, a new value is
chosen. The upper limit of this range is set to be less than the
maximum failure parameter.

The tabu tenure range parameters used by the RTS algorithm
are 9*n/10 and 11*n/10. The initial values of the lower and
upper tabu tenure range parameters for all variants were also
set to these values. All TS variants, with the exception of
the RDTS variant, modified these parameter values during the
diversification phase. The new tabu tenure range parameters,
during the diversification stage only, were drawn from the range
of values given in Table 1. The upper and lower tabu tenure
values are chosen randomly from this range, with the only
constraint being that the upper value must be larger than the
lower value. The aspiration value employed in RTS was used
for all variants.

Table II provides a comparison of all the variants, as well
as the RTS algorithm. The average percent deviation (APD)
from the BKS is given for each algorithm, as well as the
number of times the BKS was found out of the ten runs (in
parentheses) and the average time to completion. All times are
in minutes. The best overall average deviation for each test
problem is bolded. An asterisk denotes that the variant did as
well as or better than the RTS algorithm. The averages over
all problems for each variant and RTS are also provided in the
last row.

As can be seen in Table II, all five variants outperformed
RTS. The worst variant, RDTS, still obtained solution quality
as good as or better than RTS on 25 of the 31 test instances.
TTMTS and RRTS tied with or outperformed RTS on 29 of
the 31 problems. The best two variants, BSFTS and DivTS, did
better than or as well as RTS on 30 of the 31 test instances. The
averages over all test instances are: 0.165 for RTS, 0.154 for
RDTS, 0.120 for TTMTS, 0.124 for RRTS, 0.119 for BSFTS,
and 0.112 for DivTS. All five proposed TS variants obtain
better average solution quality than RTS. The running times
of all algorithms are very similar across all test instances. On
the average, these times range from 39.31 (for RTS) to 46.93
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TABLE 1II
COMPARATIVE ANALYSIS BETWEEN TS VARIANTS AND RTS
RTS RDTS TTMTS RRTS BSFTS DivTS
Problem BKS APD Time APD Time APD Time APD Time APD Time APD Time
skod2 15812 0.000,4 3.88 0.000*,, 4.05 0.000* 3.86 0.000%:,, 3.91 0.000%, 374 0.000% 3.98
sko49 23386 0.038, 8.38 0.027%5  11.30 0.004* 9.60 0.000%,;, 10.20 0.014* 8.52 0.008* 9.61
sko56 34458 0.010.4 16.75 0.015%5 13.72 0.002* 13.75 0.002*,; 13.85 0.002%; 1422 0.002%; 13.16
skob4 48498 0.0055 23.97 0.008,3 25.21 0.000* 25.44 0.000%,, 21.43 0.000%, 24.00 0.000%,, 22.03
sko72 66256 0.043 37.38 0.043 30.42 0.014* 35.29 0.016" 41.41 0.013%,  34.50 0.006%, 37.98
sko81 90998 0.051 59.25 0.044* 45.65 0.017* 62.36 0.019*,  55.33 0.023%, 56.25 0.016*, 56.36
sko90 115534 0.062 65.60 0.044* 74.12 0.017* 99.69 0.019%,  93.38 0.013%, 92.08 0.026* 89.60
sko100a 152002 0.089 76.40 0.081* 100.32 0.026* 134.53 0.036%, 114.87 0.024%, 132.80 0.027* 129.22
sko100b 153890 0.056 108.80 0.054* 81.93 0.011* 124.84 0.006*, 124.15 0.010%,  113.02 0.008*,  106.55
sko100c 147862 0.031 93.84 0.025* 105.05 0.008* 113.95 0.007*, 115.43 0.010* 107.90 0.006%, 126.69
sko100d 149576 0.055 111.97 0.038%, 100.30 0.016* 129.23 0.014* 122.70 0.011%5 12198 0.027%, 123.45
sko100e 149150 0.041 95.80 0.046 100.25 0.007* 130.14 0.007*, 117.43 0.011* 115.62 0.009*, 108.84
sko100f 149036 0.066 100.28 0.057* 110.01 0.021* 118.90 0.034* 118.57 0.012%, 127.00 0.023* 110.28
tai20a 703482 0.000,4, 0.24 0.000*,, 0.23 0.000*,, 0.23 0.000*;;, 0.23 0.000*,, 024 0.000%,, 0.24
tai25a 1167256 0.000,,, 0.55 0.000*,, 0.51 0.000*,, 0.50 0.000*,;, 0.61 0.000*,, 0.51 0.000%,, 0.56
tai30a 1818146 0.000,,, 1.65 0.000*,, 1.58 0.000%, 1.41 0.000*;, 1.48 0.000*,, 1.51 0.000%,, 1.31
tai35a 2422002 0.1125 2.92 0.069*, 3.76 0.056% 3.16 0.027* 3.48 0.073%, 3.60 0.000%,, 4.44
tai40a 3139370 0.462 425 0.412* 5.12 0.284* 522 0.269* 4.61 0.311* 4.81 0.222, 5.16
tai50a 4938796 0.882 10.08 0.801* 12.98 0.700* 10.07 0.774* 11.45 0.685* 10.46 0.725* 10.23
tai60a 7205962 0.974 24.73 0.950* 24.49 0.820* 25.92 0.872* 22.00 0.752* 20.65 0.718* 25.69
tai80a 13515450 1.065 54.74 1.004* 68.32 0.817* 69.21 0.822* 62.15 0.841* 54.61 0.753* 52.74
tai100a 21059006 1.071 114.55 1.017* 107.56 0.846* 145.26 0.870* 128.61 0.848* 129.73 0.825* 142.06
tai20b 122455319 0.000,,¢, 0.23 0.000%,, 0.23 0.000%,q 0.23 0.000%,, 0.23 0.000%,, 023 0.000%,, 0.23
tai25b 344355646 0.000,,, 0.46 0.000*,, 0.46 0.000*,, 046 0.000*,;, 0.46 0.000*,, 046 0.000%,, 0.46
tai30b 637117113 0.000,,, 1.38 0.000",, 1.28 0.000%,, 1.28 0.000*,,, 1.27 0.000%,, 1.30 0.000%,, 1.31
tai35b 283315445 0.000,,, 220 0.000",, 2.36 0.000%,q 244 0.000%,, 2.31 0.000%,, 244 0.000*,, 2.39
tai40b 637250948 0.000,,¢, 320 0.000%, 3.17 0.000*q  3.17 0.000%,;, 3.18 0.000%,, 3.18 0.000*, 3.18
taisS0Ob 458821517 0.000,5, 11.02 0.000",, 9.98 0.000" 5, 9.54 0.000*,, 8.68 0.000",, 8.63 0.000%,, 8.82
tai6Ob 608215054 0.000,, 17.89 0.000%, 18.91 0.000%,  18.56 0.000", 2441 0.000%5;  19.48 0.000%5  17.08
tai80b 818415043 0.008 51.99 0.009 52.36 0.013; 49.02 0.012; 58.68 0.006* 57.29 0.006* 58.24
tai100b 1185996137 0.0085, 114.16 0.015 134.23 0.040,5 107.63 0.036 145.96 0.044,, 123.15 0.056 118.91
Average 0.165,2n 39.31 0.154,19  40.32 012045y  46.93 0.124,55, 46.21 01195y 44.96 0.112450  44.86

(for TTMTS). The average for the most effective algorithm
across the board (DivTS) is 44.86 s.

Out of the continuous diversification category of TS variants,
TTMTS is the best, outperforming RDTS on 18 of the test
instances. Of the remaining 13 instances, TTMTS and RDTS
tied on 11, and RDTS won only on two. TTMTS (0.120)
had a better overall average than RDTS (0.154). Furthermore,
TTMTS found 150 BKSs whereas RDTS found only 119.
TTMTS obtained the best overall solution to 15 instances,
and RDTS obtained the best overall solution to 11 instances.
It is interesting to note that TTMTS performed quite well
for a simple TS, obtaining the unique overall solution to one
instance (Tai50a). It even outperformed the RRTS variant from
the second category in overall average solution quality: 0.120
(TTMTS) to 0.124 (RRTS).

In the discontinuous diversification category, DivTS was the
best performing algorithm. DivTS outperformed RRTS on 12
of the 31 test instances and tied on 13. RRTS outperformed
DivTS on the remaining six instances. DivTS outperformed
BSFTS on 12 instances and tied on 14. BSFTS obtained better
solution quality on five instances. DivTS outperformed both
RRTS and BSFTS in overall average solution quality: DivTS
(0.112), BSFTS (0.119), and RRTS (0.124). RRTS obtained one
more BKS than DivTS: 155 to 154. BSFTS obtained 151 BKSs,
slightly less than the other two variants. DivTS obtained the best
overall solution to 22 instances versus RRTS’s 16 instances and
BSFTS’s 18 instances. DivTS obtained the most unique overall
best APDs, i.e., on eight instances (Tai35a, Tai40a, Tai60a,
Tai80a, Tail00a, Sko72, Sko81, and Skol00c). BSFTS ob-
tained unique overall best solutions for four instances: Sko90,
Sko100a, Sko100d, and Sko100f. RRTS obtained unique over-
all best solutions for three instances: Sko49, Skol00b, and
Sko100e.

All but one of the unique overall best solutions was found
by the variants in the second category. Overall, the variants
in the second category performed better than those in the first
category, with the previously noted exception that TTMTS
obtained a better average than RRTS over all instances. All of
our TS variants are shown to outperform RTS. The times for
all algorithms are similar. Of interest is that our TS variants do
not significantly increase the runtimes yet improve the solution
quality.

The main purpose of this paper was to identify a TS variant
that would provide better performance than the widely used
RTS algorithm. All five variants proposed in this paper are
shown to outperform RTS. Second, we want to identify the most
successful TS variant among those proposed. DivTS is clearly
the overall winner, as it significantly outperforms RTS and the
other variants. It outperforms its closest two competitors by
more than double the number of instances. The average over all
31 instances is lower than all other variants, and it finds double
the number of best overall unique APDs of the other variants.

B. Extended Computational Analysis

We took the best variant, DivTS, and extended the test set
to include 95 additional instances obtained from both QAPLIB
and the problem instances maintained by Taillard. This test set
comprises almost all classical QAP instances and allows for ad-
ditional comparisons of our best multistart TS to the algorithms
from the literature. In particular, we are able to compare our
performance to GRASP, ACO, and ILS approaches, which are
similar in nature to the multistart TS algorithm. Comparisons to
several of the best more complex metaheuristics from the liter-
ature are also given. To clearly demonstrate the performance of
our algorithm on the different types of instances, we adopt the
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TABLE III
LONGER RUN RESULTS FOR DivTS (PROBLEM TYPES 1 AND 2)
Problem BKS APD BPD Time Problem BKS APD BPD Time
Type 1 — Unstructured, Randomly Generated Type 2 - Instances with Grid-Distances
tai20a 703482 0.000, 0.000 0.24 nug12 578 0.000  0.000 0.40
tai25a 1167256 0.000,, 0.000 0.56 nug14 1014 0.0004, 0.000 0.70
tai30a 1818146 0.000,, 0.000 1.31 nug15 1150 0.0004, 0.000 0.90
tai35a 2422002 0.000,  0.000 4.44 nug16a 1610 0.000,, 0.000 0.1
tai40a 3139370 0.222,,  0.000 5.16 nug16b 1240 0.000,  0.000 0.11
taiS0a 4938796 0.725 0.607 10.23 nug17 1732 0.000,,,  0.000 0.14
tai60a 7205962 0.718 0.551 25.69 nug18 1930 0.0004, 0.000 0.16
taig80a 13515450 0.753 0.434 52.74 nug20 2570 0.0004, 0.000 0.23
tai100a 21059006 0.825 0.703 142.06 nug21 2438 0.0004, 0.000 0.26
rou12 235528 0.00044  0.000 0.40 nug22 3596 0.0004, 0.000 0.31
rout5 354210 0.000,  0.000 0.90 nug24 3488 0.0004,  0.000 0.40
rou20 725522 0.0004, 0.000 0.24 nug25 3744 0.0004, 0.000 0.45
lipa20a 3683 0.0004, 0.000 0.23 nug27 5234 0.0004, 0.000 0.58
lipa20b 27076 0.000,, 0.000 0.23 nug28 5166 0.0004, 0.000 1.45
lipa30a 13178 0.000,  0.000 1.20 nug30 6124 0.0004q  0.000 1.21
lipa30b 151426 0.000, 0.000 1.19 sko42 15812 0.000,  0.000 3.98
lipad0a 31538 0.000, 0.000 3.16 skod9 23386 0.008, 0.000 9.61
lipadOb 476581 0.000,,, 0.000 3.15 sko56 34458 0.002 0.000 13.16
lipa50a 62093 0.000,, 0.000 6.57 sko64 48498 0.0004, 0.000 22.03
lipa50b 1210244 0.000, 0.000 6.48 sko72 66256 0.0067 0.000 37.98
lipa60a 107218 0.000,, 0.000 14.56 sko81 90998 0.0167 0.000 56.36
lipa60b 2520135 0.0004, 0.000 14.17 sko90 115534 0.026 0.007 89.60
lipa70a 169755 0.000,, 0.000 23.29 sko100a 152002 0.027 0.009 129.22
lipa70b 4603200 0.0004, 0.000 22.42 sko100b 153890 0.008;5 0.000 106.55
lipaB0a 253195 0.000, 0.000 54.61 sko100c 147862 0.006,7 0.000 126.69
lipa80b 7763962 0.000: 0.000 34.34 sko100d 149576 0.027., 0.000 123.45
lipa90a 360630 0.1374  0.000 83.57 sko100e 149150 0.009;4 0.000 108.84
lipa30b 12490441 0.000+, 0.000 51.49 sko100f 149036 0.023 0.005 110.28
scri2 31410 0.0004, 0.000 0.40
scr1s 51140 0.0004,, 0.000 0.90
scr20 110030 0.000,, 0.000 0.23
tho30 149936 0.0004, 0.000 1.20
thod0 240516 0.001, 0.000 4.60
tho150 8133398 0.030 0.006 487.19
wil50 48816 0.000,,  0.000 7.92
wil100 273038 0.005,, 0.000 104.56
Average 0.121 0.082 20.17 0.005 0.001 43.12
TABLE IV
LONG-RUN DivTS RESULTS CONTINUED (PROBLEM TYPES 3 AND 4)
Problem BKS APD BPD __ Time Problem BKS APD BPD __ Time Problem BKS APD BPD _ Time
Type 3 - Real-Life Instances Real-Life Instances (continued) Type 4 - Real-Life Like Instances
bur26a 5426670 0.0004,, 0.000 0.52 kra30a 883900 0.0004, 0.000 1.21 tai20b 122455319 0.0004,,, 0.000 0.23
bur26b 3817852 0.0004,, 0.000 0.52 kra30b 91420 0.0004, 0.000 1.21 tai2db 344355646 0.000,, 0.000 0.46
bur26c 5426795 0.000,4, 0.000 0.51 kra32 88700 0.000,5 0.000 1.38 tai30b 637117113 0.0004, 0.000 1.31
bur26d 3821225 0.000,4, 0.000 0.52 ste36a 9526 0.000,;, 0.000 2.30 tai35b 283315445 0.0004, 0.000 2.39
bur26e 5386879 0.0004,, 0.000 0.51 ste36b 15852 0.000,5 0.000 2.22 taid0b 637250948 0.0004, 0.000 3.18
bur26f 3782044 0.0004,, 0.000 0.52 ste36c 8239110 0.000,;, 0.000 227 taiSOb 458821517 0.0004, 0.000 8.82
bur26g 10117172 0.000,45 0.000 0.52 esc16a 68 0.0004, 0.000 0.11 tai60b 608215054 0.0005  0.000 17.08
bur26h 7098658 0.000,4, 0.000 0.52 esc16b 292 0.000, 0.000 0.11 tai80b 818415043 0.006 0.001 58.24
els19 17212548 0.0004, 0.000 0.19 esc16c 160 0.000, 0.000 0.11 tai100b 1185996137 0.056 0.005 118.91
had12 1652 0.000,,, 0.000 0.40 esc16d 16 0.000,5, 0.000 0.1
had14 2724 0.000,4, 0.000 0.70 escibe 28 0.000,, 0.000 0.11
had16 3720 0.000,, 0.000 0.11 esc16f 0 0.000,, 0.000 0.11
had18 5358 0.000,, 0.000 0.16 esc16g 26 0.000,;, 0.000 0.11
had20 6922 0.0004, 0.000 0.23 esc16h 996 0.0004e, 0.000 0.11
chri2a 9552 0.000,4,, 0.000 0.40 esc16i 14 0.0004, 0.000 0.11
chriZzb 9742 0.0004; 0.000 0.40 esc16j 8 0.0004q, 0.000 0.11
chri2e 11156 0.000,, 0.000 0.40 esc32a 130 0.000,,, 0.000 1.40
chr15a 9896 0.000,4, 0.000 0.90 esc32b 168 0.000,y 0.000 1.38
chri5b 7990 0.000,5 0.000 0.90 esc32c 642 0.000,,y 0.000 1.37
chr15c 9504 0.000,;, 0.000 0.82 esc32d 200 0.000,4, 0.000 1.37
chri8a 11098 0.000,45 0.000 0.17 esc32e 2 0.0004, 0.000 1.37
chri8b 1534 0.000,, 0.000 0.16 esc32g 6 0.0004 0.000  1.37
chr20a 2192 0.000,4;, 0.000 0.32 esc3zh 438 0.000,;, 0.000 1.37
chr20b 2298 0.200,, 0.000 0.38 escb4a 116 0.000,;, 0.000 17.36
chr20c 14142 0.000,,;, 0.000 0.23 escl128 64 0.000,; 0.000 163.02
chr22a 6156 0.000,;, 0.000 0.36
chr22b 6194 0.1525 0.000 0.56
chr25a 3796 09435 0.000 098
Average 0.024 0.000 4.05 0.007 0.001 23.40
problem classification given by Stiitzle [79]. This classification 3) Real-life instances: These instances are obtained from
groups the QAP instances into four categories. real-life QAP applications.

4) Real-life-like instances: These instances were generated

1) Unstructured, randomly generated: This group contains o~ .
to appear similar to real-life problems.

instances in which the distance matrix was randomly
generated based on a uniform distribution. Tables III and IV present the results of the DivTS algorithm
2) Grid-based distance matrix: This group contains in- on all 126 instances by category. The results in Tables III and IV
stances in which the distances are the Manhattan distance are divided by the classification given above into four groups.
between points on a grid. For each group, the table contains the instance name, the BKS

Authorized licensed use limited to: UNIVERSITY OF MISSISSIPPI. Downloaded on July 5, 2009 at 07:17 from IEEE Xplore. Restrictions apply.



JAMES et al.: MULTISTART TABU SEARCH AND DIVERSIFICATION STRATEGIES FOR THE QAP 591
TABLE V
LONGER RUN DivTS COMPARISONS WITH THE LITERATURE FOR TYPE-1 PROBLEMS
ACO-
Problem DivTS RTS GRASP _GA/LS ETS1 ETS2 ETS3 GA/TS GA/TS/_ ILSt ILS2 ILS3 ILS4 ILSS ILS6  1HLS6 ACO1 ACO2 ACO3
APD BPD  APD BPD BPD APD  APD  APD APD APD APD APD APD APD APD APD APD APD  APD  APD
tai20a 0.00045 0.000 0.000 0.110 0.000 0.000 0.000  0.061 0.000 0.723 0503 0542 0467 0500 0.344 0675 0.191 0428
tai25a 0.000, 0.000  0.000 0290  0.037 0.000 0.015 0.088 0.000 1.181 0876 089 0823 0869 0656 0.000 1.189 0488 1.751
tai30a 0.000,,, 0.000  0.000 0.340  0.003 0.041 0.000 0.019 0.000 1304 0808 0983 1141 0707 0668 0.000 1311 0359 1.286
tai35a 0.00046, 0.000 0.112 0.490  0.000 0.000 0.000 0.126 0.000 1731 1110 1113 1371 1.010 0901 0.000 1762 0.773 1.586
tai40a 0.222;,, 0.000 0.462 0590 0167 0.130 0.173  0.338 0209 203 1319 1490 1491 1305 1.082 0280 1989 0933 1131
tai50a 0.725 0.607  0.882 0.850 0322 0354 0388  0.567 0424 2127 149% 1491 1968 1574 1211 0610 2800 1236 1.900
tai60a 0.718 0.551  0.974 0030 0570 0.603 0677  0.590 0.547 2200 1498 1692 2081 1622 1349 0.820 3.070 1372 2484
taig0a 0.753 0434  1.065 0860 0321 039 0405 0271 0320 1775 1198 1200 1576 1219 1029 0620 2689 1134 2103
tai100a 0.825 0.703  1.071 0.800 0367 0371 0441 0.296 0.259 0.690
rout12 0.0004, 0.000 0.000 0.000 0.000
roul5 0.000,45, 0.000  0.000 0.000 0.000
rou20 0.0005 0.000  0.000 0.000 0.000
lipa20a 0.0004, 0.000  0.000 0.000 0.000
lipa20b 0.00045, 0.000  0.000 0.000 0.000
lipa30a 0.000;4 0.000  0.000 0.000 0.000
lipa30b 0.000,,6, 0.000  0.000 0.000 0.000
lipad0a 0.00045 0.000 0.000 0.000 0.000 0.000
lipadOb 0.000,,,, 0.000 0.000 0.000 0.000
lipa50a 0.000;, 0.000 0.000 0.905 0.000 0.000
lipa50b 0.000,, 0.000  0.000 0.000 0.000
lipa60a 10004, 0.000  0.000 0.839 0.000 0.000
lipa60b 0.000,, 0.000 0.000 0.000 0.000 0.000
lipa70a 0.000,,,, 0.000 0.000 0.746 0.060 0.000
lipa70b 0.000,, 0.000 0.000 0.000 0.000 0.000
lipa80a 0.000,,; 0.000 0.363 0.676 0.550
lipa80b 0.00045 0.000  0.000 0.000 0.000 0.000
lipa90a 01375 0.000 0.341 0.615 0.350
lipa90b 0.000,, 0.000  0.000 0.000 0.000 0.000
Average 0.121 0.082  0.188 0.199 0.190  0.198 0.210 0233  0.262 0195 1635 1101 1177 1365 1.101 0.905 0.189 1936 0.811 1.584
DivTS
Average 0.121 0.000 0.082 0360 0.360 0360  0.360 0.360 0302 0302 0302 0302 0302 0302 0203 0302 0302 0.302

for the instance, the APD over ten runs of the algorithm (the
number of times the BKS was found is given in parentheses),
the best percent deviation (BPD) out of the ten runs, and the
average solution times in minutes. Categories 1 and 2 are given
in Table III, and categories 3 and 4 are given in Table IV. The
averages over each category of instances are provided at the
bottom of each table.

The results presented in Tables III and IV show that DivTS
obtains high-quality results for all test instances in relatively
short runtimes. The algorithm obtains APDs of 0.05 or below
for all but ten of the 126 test problems. The BKS is found 1073
out of 1260 times (approximately 85% of the total runs). All
but six of the average runtimes are less than 2 h, with anything
under 90 facilities/locations running in less than 1 h.

DivTS performed quite well on all four categories of test
instances. The worst overall APD (0.121) was for the type-1 test
instances. This was due to the Tai*a instances, as the algorithm
always found the BKS on all runs for all but six of the 28 test
instances. The six instances with greater than 0.000 APDs
were the larger Tai*a instances and Lipa90a. For the Lipa90a
instance, the BKS was still obtained in seven out of the ten
runs. There are 47 type-1 instances, with the average number
of facilities/locations (or n) being approximately 47.

For the type-2 instances, DivTS performed very well. The
overall APD for this category was 0.005, and the overall av-
erage BPD was 0.001. The algorithm did not always find the
BKS for some of the Sko* instances, the two Tho instances, and
the size-100 Wil instance. This category of instances contained
some of the biggest instances, with the average size of the
instances being approximately 50 facilities/locations. There
were 36 instances in this category.

The type-3 category contained the largest number of test
instances. There are 53 instances in this category, with the aver-
age size being approximately 25 facilities/locations. Although
this category contains the greatest number of instances, it also
has the smallest average problem size. DivTS performed well
on this category, with an overall APD of 0.024. The average
BPD for this test set was 0.000, which indicates that the BKS

was always found at least once for every test instance in the
category. In fact, the BKS was always found at least half the
time on all instances.

The last category contained the type-4 instances and was
the smallest category. This category contained only the Tai*b
instances. The algorithm performed well on this category as
well, with an overall APD of 0.007 and an average BPD
of 0.001. The average size (number of facilities/locations)
of this category was approximately 49, and there were nine
instances.

Tables V-VIII give comparisons of the DivTS algorithm to
the following additional methods from the literature:

¢ GRASP [48];

* ACO-GA/LS [83];

* GA hybrid with a strict descent operator (GA/SD) [23];

* GA hybrid with a simple TS operator (GA-S/TS) [23];

* GA hybrid with concentric TS Operator (GA-C/TS) [23];

* GA hybrid with an improved concentric TS operator
(GA/IC-TS) [24];

e three TS variants (ETS1, ETS2, and ETS3) [57];

* two GA hybrids with TS (GA/TS and GA/TS/T) [55], [56];

e four ILS variants (ILS1, ILS2, ILS3, and ILS4) [79];

e two population-based ILS algorithms (ILS5 and ILS6)
[791;

» improved population-based ILS algorithm (I-ILS6) [79];

¢ three ACO variants (ACO1, ACO2, and ACO3) [80].

Tables V-VIII provide comparisons of the DivTS variant
with some of the best approaches from the literature, as well
as several other algorithms that may be classified as multi-
starts. The DivTS algorithm is highly competitive with these
algorithms in terms of both solution quality and computa-
tional time. However, true comparisons are not possible due
to the use of different hardware and the lack of full result
sets for all algorithms on all test problems. Although these
comparisons illustrate the strength and competitiveness of the
DivTS algorithm with some of the best performing approaches,
comprehensive benchmarks were not possible since we were
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TABLE VI
LONGER RUN DivTS COMPARISONS WITH THE LITERATURE FOR TYPE-2 PROBLEMS
_ ACO- GA- GA- GA-
Problem DivTS RTS GRASP GA/LS GA/SD STS _CMS ICTS ILS1  ILS2  ILS3 LS4 LS5 ILS6 _ HLS6 _ACO1 _ACO2 _ACO3

APD___BPD__APD___BPD___BPD___ APD__APD__APD _APD__APD _APD __APD _APD _APD _APD __APD___APD __APD __ APD
nug12 _ 0.000,; 0000 0000 0000  0.000
nugl4d 0000, 0.000 0.000 0.000
nugl5 00004 0000 0.000 0000  0.000

nugi6a  0.0004, 0.000 0.000 0.000

nugiéb  0.000,, 0.000 0.000 0.000

nugl?  0.0004 0.000 0.000 0.000

nugt8  0.0004, 0.000 0.000 0.000

nug20 00004, 0000 0000 0000  0.000

nug21 0.000, 0.000 0.000 0.000

nug22  0.0004, 0.000 0.000 0.000

nug24  0.000,, 0.000 0.000 0.000

nug25  0.000,, 0.000 0.000 0.000 0.000

nug27  0.0004 0.000 0.000 0.000 0.000

nug28  0.000,, 0.000 0.000 0.000 0.000

nug30 0000, 0000 0000 0000 0000 0013 0001 0.000 0219 0020 0052 0020 0013 0007 0000 0098 0026 0.042
skod2  0.0005, 0.000 0.000 0.000 0.014 0.001 0.000 0.269 0.010 0010 0161 0.022 0.000 0000 0.076 0.015 0.104
skod9  0.008, 0.000 0.038 0.060 0.107 0.062 0.009 0226 0133 0133 0139 0090 0.068 0000 0.141 0.067 0.150
sko56  0.0025 0.000 0.010 0.010 0054 0007 0.001 0000 0418 0087 0087 0153 0102 0.071 0000 0101 0068 0.118
sko6d  0.0004, 0.000 0.005 0.000 0051 0.019 0.000 0.000 0413 0.068 0.068 0202 0.079 0.057 0000 0129 0042 0.171
sko72  0.006, 0.000 0.043 0020 0112 0056 0014 0000 0383 0134 0134 0294 0139 0085 0000 0277 0109 0.243
sko81 0.016 0.000 0.051 0030 0087 0058 0014 0003 0586 0101 0100 0.194 0100 0082 0001 0144 0071 0223
sko0  0.026  0.007 0.062 0.040 0139 0073 0011 0001 0576 0131 0187 0322 0262 0128 0007 0231 0192 0.288
sko100a  0.027  0.009 0.089 0.020 0.114 0070 0018 0002 0358 0115 0161 0257 0.191 0.109 0.006

sko100b  0.008, 0.000 0.056 0010 009 0042 0011 0.000 0.012

sko100c  0.006; 0.000 0.031 0.000 0075 0045 0.003 0.001 0.007

sko100d 0027, 0000 0.055 0030 0137 0084 0049 0.000 0.002

sko100e  0.009, 0.000 0.041 0.000 0071 0028 0.002 0.000 0.021

sko100f 0023  0.005 0.066 0030 0148 0110 0032 0.003 0.037

scri12 0.0004, 0.000 0.000 0.000 0.000
scr15 0.0004, 0.000 0.000 0.000 0.000
scr20 0.0004, 0.000 0.000 0.000 0.000

tho30 0.000,4, 0.000 0.000 0.000 0.009 0.000 0.000 0.000
thod0 0.001 0.000 0.011 0.010 0.069 0.042 0.010 0.003 0.000
tho150 0.030 0.006 0.078 0.090 0.068
wil50 0.000,, 0.000 0.010 0.000 0.038 0.011 0.002 0.000 0.000
wil100 0.005,, 0.000  0.028 0.010  0.076  0.043 0.002 0.000 0.004

Average 0.005 0.001 0.019  0.000 0.010 0.078 0.042 0.010 0.001 0.383 0.089 0.104 0.194 0.111 0.067 0.008 0.150 0.074 0.167
DivTS

Average 0.005  0.000 0.001 0.009 0.009 0.009 0.011 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.007 0.007 0.007
TABLE VII
LONGER RUN DivTS COMPARISONS WITH THE LITERATURE FOR TYPE-3 PROBLEMS
ACO- GA- GA-  GA-
Problem DivTS RIS GRASP GALS GA/SD S/TS CTS ICAS GATS GATS/A  ILS1  ILS2  ILS3  ILS4 LS5 ILS6  HLS6 ACO1 _ACO2 ACO3
APD __BPD__APD BPD___BPD _APD__APD _APD _APD __APD __APD __APD _APD _APD _APD APD__APD__APD ___APD _APD __ APD
bur26a-h 0.000  0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0000 0000 0000 0.000 0.006 0.000
els19 0.000,, 0.000 0.000  0.000  0.000 0.000  0.000
had* 0.000  0.000 0.000 0.000

chr12a 0.0004, 0.000  0.000 0.000 0.000
chri2b 0.0004, 0.000  0.000 0.000 0.000
chri2c 0.0004 0.000  0.000 0.000 0.000
chr15a 0.000+, 0.000  0.000 0.000 0.000
chr15b 0.0004, 0.000  0.000 0.000 0.000
chr15c 0.000,, 0.000 0.000 0.000 0.000
chr18a 0.000, 0.000  0.000 0.000 0.000
chr18b 0.000,, 0.000  0.000 0.000 0.000
chr20a 0.000,,; 0.000  0.000 0.000 0.000
chr20b 0.200 0.000 0400 3.133 0.870
chr20c 0.0004 0.000  0.000 0.000 0.000
chr22a 0.000;, 0.000  0.000 0.552 0.000
chr22b 0.1525 0.000 0213 1.421 0.000

chr25a 0.9435 0.000 0.601 4.636 0.000 0232  0.000 0.000
kra30a 0.000,, 0.000  0.000 0.000 0.000 0224  0.000 0.000
kra30b 0.0004, 0.000  0.000 0.000 0.000 0253 0.089 0.000 0.028  0.000 0.000

kra32 0.000+, 0.000  0.000 0.037 0.019 0.000 0.000
ste36a 0.0004, 0.000  0.000 0.651 0.000 0.000  0.061 0.000 0.000
ste36b 0.000,, 0.000 0.000 0.000 0.000 0246 0.149 0.005 0.000 0.000 0.000
ste36c 0.000,5, 0.000  0.000 0.188 0.000 0.015 0.000 0.000 0.000 0.001 0.000 0.000

esciba 0.0004, 0.000  0.000 0.000 0.000 0.142 0.066 0.039
esc16b 0.000,, 0.000  0.000 0.000 0.000
esclbc 0.000,, 0.000  0.000 0.000 0.000
escl16d 0.0004, 0.000  0.000 0.000 0.000
escl6e 0.0004, 0.000  0.000 0.000 0.000

esc16f 0.0004, 0.000  0.000 0.000 0.000 3.862 2745 9521 1860 1264 1475 0.630 0134 0314
esclég 0.0004, 0.000  0.000 0.000 0.000 0.672 0.090 0.000 0.134 0.000 0.000 0.071 0.023  0.049
esci6h 0.0004, 0.000 0.000 0.000 0.000 0.094 0026 0046 0.051 0.031 0.008

esc16i 0.0004, 0.000  0.000 0.000 0.000

esc16j 0.000, 0.000  0.000 0.000 0.000 0.377 0.099 0451 0227 0.071 0.015 0.036  0.181
esc32a 0.0004 0.000  0.000 0.000 0.000 0.154  0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000  0.000
esc32b 0.0004, 0.000  0.000 0.000 0.000  0.000 0.000 0.000 0.000

esc32c 0.0004, 0.000  0.000 0.000 0.000  0.000 0.000 0.000 0.000

esc32d 0.0004, 0.000  0.000 0.000 0.000  0.000 0.000 0.000 0.000

esc32e 0.000,5 0.000  0.000 0.000 0.000  0.000 0.000 0.000 0.000

esc32g 0.0004, 0.000  0.000 0.000 0.000 0.000

esc32h 0.0004, 0.000  0.000 0.000 0.000 0.000

escbda 0.0004, 0.000  0.000 0.000 0.000  0.000 0.000 0.000 0.000 0.000 0.000

esc128 0.00045 0.000  0.000 0.000 0.000  0.000 0.000 0.000 0.000 0.000 0.000

Average 0.024 0.000  0.029 0.265 0.021  0.063 0.029 0.004 0.000 0.070 0.000 0834 0494 1670 0379 0.228 0.250 0.000 0.234 0.040  0.109

DivTS
Average 0.024 0.000  0.000 0.000 0.000 0.000 0000 0.105 0.105 0.000 0.000 0.000 0.000 0.000 0.000 0.063 0.000 0.000 0.000
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TABLE VIII
LONGER RUN DivTS COMPARISONS WITH THE LITERATURE FOR TYPE-4 PROBLEMS
, ACO-
Problems DivTS RTS GA/LS ETS1 ETS2 ETS3 GA/TS GA/TS/N  ILS1 ILS2  ILS3 ILS4 LS5 ILS6 HLS6 ACO1 ACO2 ACO3
APD BPD APD BPD APD APD APD APD APD APD APD APD APD APD APD APD APD APD APD
tai20b 0.0004, 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.045 0.000 0.045 0.000 0.000 0.000 0.000 0.091 0.000 0.000
tai25b 0.0004, 0.000 0.000 0000 0000 0000 0000 0.007 0.000 0000 0000 0007 0000 0000 0.000 0.000 0000 0000 0.000
tai30b 0.0004, 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.093 0.000 0.000 0.000 0.000 0000 0.000 0.000
tai35b 0.0004, 0.000 0.000 0.000 0.000 0.019 0.000 0.059 0.000 0.131 0.049 0081 0000 0000 0.000 0.000 0026 0.051 0.000
taid0b 0.0004; 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.204 0.000 0.000 0.000 0.000 00000 0402 0.000
tai50b 0.0004, 0.000 0.000 0.000 0.000 0.003 0.000 0.002 0.000 0.203 0.185 0.282 0.028 0.042 0.033 0.000 0.192 0.172 0.002
tai60b 0.000; 0.000 0.000 0.000 0.000 0001 0003 0.000 0.000 0029 0059 0645 0023 0005 0.000 0.000 0048 0005 0.005
tai80b 0.006 0.0017 0.008 0.000 0.008 0.036 0.016 0.003 0.000 0.785 0256 0.703 0.260 0222 0383 0.000 0667 0591 0.096
tai100b 0.056 0.005 0008 0010 0072 0123 0034 0014 0.000 0219 009 0711 0202 0113 0.083 0.000

Average 0.007 0.001 0.002 0.001 0.009 0.020 0.006 0.009 0.000 0.157 0.072 0.308 0.057 0.042 0.055 0.000 0.128 0.153 0.013

DivTS
Average 0.007 0.001 0.007 0.007 0.007 0.007 0.007  0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.001 0.001 0.001

unable to run all algorithms on the same test problems, using
the same hardware.

The reported runtimes over the set of algorithms used
for comparisons dramatically vary. The differing hardware,
compilers, and programming languages used make true com-
parisons of runtimes impossible. Therefore, runtimes are not
reported in the tables. However, the parameters of the DivTS
algorithm were purposefully set to be within the range of
computational times reported by the algorithms used for com-
parison. This compromise means that our algorithm will not
produce surprising runtimes compared with previous algo-
rithms from the literature. It can be seen from the previous
tables, where our results are presented, that our runtimes are
not significantly different from those of the RTS algorithm,
which, as mentioned, is a popular technique in the literature.
This indicates that the execution time for our algorithm is
reasonable.

Each of Tables V-VIII contains one category of test instances
following the classification given above. The name of the
test instance is given in the first column of each table. The
APD and BPD obtained by DivTS for each instance directly
follows. The APD for each algorithm used for comparison
is provided in the remaining columns of the tables. In some
cases, BPD was reported rather than APD in this paper. In
those instances, the column heading indicates this occurrence.
Since we have both APD and BPD for our test runs, we can
make comparisons using the correct data. Not all algorithms
utilized the same test set, so comparisons are only shown for the
overlapping instances. Blank spaces indicate that results were
not provided for that instance by the corresponding algorithm.
The average solution quality over all the instances run by the
corresponding algorithm is provided at the bottom of each
table.

Considering the algorithms that may be classified as multi-
start algorithms, DivTS did very well in comparison. We have
already demonstrated the improved performance of DivTS over
the RTS algorithm. The ETS algorithms only report results for
nine of the type-1 problems and all of the type-4 instances
(a total of 18 of the 126 instances). DivTS meets or exceeds the
solution quality of the ETS algorithm in four of the nine type-1
instances that can be compared. The ETS algorithms obtain
better solution quality on the remaining five type-1 instances.
ETS3 slightly edges out DivIS on one of the nine type-4
instances. However, DivTS’s average solution quality over
all type-3 instances is better than that of two of the ETS
variants. ETS3 slightly edges out DivTS by 0.001 on these
instances.

The traditional ILS algorithms, ILS1-ILS4, report results for
32 of the 126 instances. For the type-1 and type-2 instances
where comparisons can be made, DivTS obtains much better
solution quality on all instances. On type-3 and type-4 in-
stances, DivTS meets or exceeds the solution quality of the tra-
ditional ILS algorithms on all comparable instances. The ACO
algorithms report results on 29 of the 126 problems. The
comparable instances include several from each classification.
Again, DivTS meets or exceeds the solution quality on all
comparable instances against all three ACO variants.

GRASP reported results for 77 of the test instances from
type-1, type-2, and type-3 problems. The GRASP study gave
only BPDs. The quality of the best solution obtained by DivTS
meets or exceeds the GRASP algorithm for all 77 comparable
instances. In fact, in several cases, our average solution quality
is better than their BPD. As can be seen, our algorithm is
highly competitive with the algorithms that may be classed as
multistarts, with only the ETS algorithms obtaining comparable
solution quality.

Considering the more complex population-based approaches,
DivTSs is still competitive. The hybrid ACO/GA/LS algorithm
ran 125 of the 126 instances. As with GRASP, we compare the
BPD rather than the APD. DivTS meets or exceeds the BPD on
all but two of the 125 comparable test instances.

The hybrid GA approaches of Drezner (GA/SD, GA-S/TS,
and GA-C/TS) provided results for only 29 out of the 126
instances. These instances are from the type-1 and type-2 cate-
gories only. DivTS outperforms Drezner’s GA hybrids with the
simple TS operator (GA/S-TS) and the strict descent operator
(GA/SD) in all cases. The original GA hybridized with the
concentric TS (GA/C-TS) wins in eight of the 29 problems.
The hybrid method that enhances a GA with an improved
concentric TS (GA/IC-TS) outperforms the DivTS algorithm in
11 of the 16 comparable cases. Misevicius’s hybrid GAs report
results for 28 of the 126 test instances from the type-1, type-3,
and type-4 classifications. The original hybrid GA (GA/TS)
performs better on seven of the 28 instances. The improved
version (GA/TS-I) performs better than DivTS on eight of the
28 instances. Our simple algorithm performs as well as or better
than these population-based metaheuristics on at least half of
the comparable test instances with the exception of the best
hybrid of Drezner (GA/IC-TS).

As previously noted, the platforms and runtimes differ be-
tween the algorithms, so the comparisons made here are only to
show that our algorithm is highly competitive with some of the
best variants from the literature. Without a full result set for all
algorithms, it is difficult to determine which, if any, algorithm
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is superior to all the others over a full set of QAP instances.
The results presented for DivTS illustrate that it performs well
on all problem sets and is competitive with the algorithms that
have been shown to work well. Among the multistart algo-
rithms, DivTS is highly competitive. DivTS even performs well
against many of the more complex population-based hybrid
algorithms.

VI. CONCLUSION

We have introduced several new diversification and multi-
start TS variants for the QAP. The resulting algorithms are
shown to improve upon the RTS algorithm commonly used
as a subprocedure in metaheuristic approaches for the QAP.
Our outcomes demonstrate that merely modifying the tabu
parameters, which influences the trajectory of the search by
altering the set of allowable moves, can provide improvements
in solution quality. We have also uncovered benefits from ap-
plying simple intensification and strategic diversification to the
search.

The success of the DivTS variant shows the merit of ap-
plying strategic diversification rather than relying on random-
ization. Likewise, the success of the simple adaptive memory
techniques used in the diversification and multistart variants
discloses the power of using search information and strategic
operators to guide the exploration.

Our findings particularly underscore the fact that high-
quality results can be obtained from approaches that capitalize
on the strategic use of information learned during the search
process. The diversification and multistart algorithms examined
in this paper are simple modifications of a traditional TS. As
such, they quickly execute and are programmatically straight-
forward. The performance of our algorithms is shown to be
highly competitive with that of more complicated hybrid meta-
heuristic approaches. Our outcomes suggest the promise of fur-
ther advances by applying greater use of intelligently designed
strategies. Additionally, the execution speed and programmatic
simplicity of our algorithms make them ideal candidates to use
in conjunction with more sophisticated methods such as path
relinking or scatter search.
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