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Less than a handful of business process software vendors 
offer optimization to supplement their simulation capabil-
ity. However, the need for optimization of simulation mod-
els arises when the process analyst wants to find a set of 
model specifications (i.e., input parameters and/or struc-
tural assumptions) that leads to optimal performance.  On 
one hand, the range of parameter values and the number of 
parameter combinations is too large for analysts to simu-
late all possible scenarios, so they need a way to guide the 
search for good solutions.  On the other hand, without 
simulation, many real world problems are too complex to 
be modeled by mathematical formulations that are at the 
core of pure optimization methods.  This creates a conun-
drum; pure optimization models alone are incapable of 
capturing all the complexities and dynamics of the system, 
so one must resort to simulation, which cannot easily find 
the best solutions. Simulation Optimization resolves this 
conundrum by combining both methods. 

ABSTRACT 

A growing number of business process management 
software vendors are offering simulation capabilities to 
extend their modeling functions and enhance their 
analytical proficiencies. Simulation is promoted to enable 
examination and testing of decisions prior to actually 
making them in the “real” environment. In this paper, we 
illustrate how to optimize simulation models, by presenting 
two examples of simulation optimization using OptQuest®.  
In the first case, we construct a discrete event simulation 
model of a hospital emergency room to determine a 
configuration of resources that results in the shortest 
average cycle time for patients.  In the second case, we 
develop a simulation model to minimize staffing levels for 
personal claims processing in an insurance company. We 
then summarize some of the most relevant approaches that 
have been developed for the purpose of optimizing 
simulated systems and conclude with a metaheuristic black 
box approach that leads the field of practical applications. 

 
The merging of optimization and simulation technologies 
has seen remarkable growth in recent years.  A 
Google.com search on “Simulation Optimization” returns 
more than four thousand pages where this phrase appears.  
The content of these pages ranges from articles, conference 
presentations and books, to software, sponsored work and 
consultancy. 

1 INTRODUCTION 

 A growing number of business process management soft-
ware vendors are offering simulation capabilities to extend 
their modeling functions and enhance their analytical pro-
ficiencies. Simulation is positioned as a means to evaluate 
the impact of process changes and new processes in a 
model environment through the creation of “what-if” sce-
narios. Simulation is promoted to enable examination and 
testing of decisions prior to actually making them in the 
“real” environment. Since simulation approximates reality, 
it also permits the inclusion of uncertainty and variability 
into the forecasts of process performance. This paper ex-
plores how new approaches are significantly expanding the 
power of simulation for business process management. 

Until relatively recently, however, the simulation commu-
nity was reluctant to use optimization tools.  Optimization 
models were thought to over-simplify the real problem, 
and it was not always clear why a certain solution was the 
best (Barnett 2003).  However, a vast body of research in 
the area of metaheuristics, coupled with improved statisti-
cal methods of analysis has reduced this resistance consid-
erably.  Dr. Fred Glover coined the term metaheuristic in 
1986 which is a master strategy that guides and modifies 
other heuristics to produce solutions beyond those that are 
normally generated in a quest for local optimality.  The 
heuristics guided by such a meta-strategy may be high-
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level procedures or may embody nothing more than a de-
scription of available moves for transforming one solution 
into another together with an associated evaluation rule.  
 
Today, there exist very powerful algorithms to guide a se-
ries of simulations to produce high quality solutions in the 
absence of tractable mathematical structures.  Furthermore, 
we are now able to precisely compare different solutions in 
terms of quality. Nearly every commercial discrete-event 
or Monte Carlo simulation software package contains an 
optimization module that performs some sort of search for 
optimal values of input parameters (April, et.al, 2003).  
OptQuest®, a leading optimization tool for commercial 
simulation software, employs metaheuristics such as scat-
ter search and tabu search, and techniques such as neural 
networks to provide optimization capabilities to users. 
Among the many simulation software products that deploy 
the OptQuest® technology, SIMPROCESS and SIMUL8 
are two examples available that are being used in business 
process software applications. 
 
In this paper, we illustrate how to optimize simulation 
models, by presenting two examples of simulation optimi-
zation using OptQuest®.  In the first case, we construct a 
discrete event simulation model of a hospital emergency 
room to determine a configuration of resources that results 
in the shortest average cycle time for patients (DeFee, 
2004).  In the second case, we develop a simulation model 
to minimize staffing levels for personal claims processing 
in an insurance company. We then summarize some of the 
most relevant approaches that have been developed for the 
purpose of optimizing simulated systems. Finally, we con-
centrate on the metaheuristic black-box approach that leads 
the field of practical applications and provide some rele-
vant details of how this approach has been implemented 
and used in commercial software. 
 

2 OPTIMIZATION OF SIMULATION MODELS 

Once a simulation model has been developed to represent a 
system or process, we may want to find a configuration 
that is best, according to some performance measure, 
among a set of possible choices.  For simple processes, 
finding the best configuration may be done by trial-and-
error or enumeration of all possible configurations.  When 
processes are complex, and the configuration depends on a 
number of strategic choices, the trial-and-error approach 
can be applied with only very limited success.  In these 
cases, we use an optimization tool to guide the search for 
the best configuration. 
 
Some applications of simulation optimization may include 
the goal of finding: 

• the best configuration of machines for production 
scheduling 

• the best integration of manufacturing, inventory 
and distribution 

• the best layouts, links and capacities for network 
design 

• the best investment portfolio for financial plan-
ning 

• the best utilization of employees for workforce 
planning 

• the best location of facilities for commercial dis-
tribution 

• the best operating schedule for electrical power 
planning 

• the best assignment of medical personnel in hospi-
tal administration 

• the best setting of tolerances in manufacturing de-
sign 

• the best set of treatment policies in waste man-
agement 

The optimization of simulation models deals with the situa-
tion in which the analyst would like to find which of possi-
bly many sets of model specifications (i.e., input parame-
ters and/or structural assumptions) lead to optimal 
performance.  In the area of design of experiments, the in-
put parameters and structural assumptions associated with 
a simulation model are called factors.  The output perform-
ance measures are called responses.  For instance, a simu-
lation model of a manufacturing facility may include fac-
tors such as number of machines of each type, machine 
settings, layout and the number of workers for each skill 
level.  The responses may be cycle time, work-in-progress, 
and resource utilization. 
 

In the world of optimization, the factors become deci-
sion variables and the responses are used to model an ob-
jective function and constraints.  Whereas the goal of ex-
perimental design is to find out which factors have the 
greatest effect on a response, optimization seeks the com-
bination of factor levels that minimizes or maximizes a re-
sponse (subject to constraints imposed on factors and/or 
responses).  Returning to our manufacturing example, we 
may want to formulate an optimization model that seeks to 
minimize cycle time by manipulating the number of work-
ers and machines, while restricting capital investment and 
operational costs as well as maintaining a minimum utiliza-
tion level of all resources.  A model for this optimization 
problem would consists of decision variables associated 
with labor and machines as well as a performance measure 
based on a cycle time obtained from running the simulation 
of the manufacturing facility.  The constraints are formu-
lated both with decision variables and responses (i.e., utili-
zation of resources). 
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When changes are proposed to business processes in 
order to improve performance, the projected improvements 
can be simulated and optimized artificially. The sensitivity 
of making the changes on the ultimate objectives can be 
examined and quantified reducing the risk of actual im-
plementation. Changes may entail adding, deleting, and 
modifying processes, process times, resources required, 
schedules, work rates within processes, skill levels, and 
budgets. Performance objectives may include throughput, 
costs, inventories, cycle times, resource and capital utiliza-
tion, start-up times, cash flow, and waste.  In the context of 
business process management and improvement, simula-
tion can be thought of as a way to understand and commu-
nicate the uncertainty related to making the changes while 
optimization provides the way to manage that uncertainty.   

3 SELECTING THE BEST CONFIGURATION 
FOR A HOSPITAL EMERGENCY ROOM 
PROCESS 

The following example is based on a model provided 
by CACI, and simulated on SIMPROCESS.  Consider the 
operation of an emergency room (ER) in a hospital.  Figure 
1 shows a high-level view of the overall process.  The 
process begins when a patient arrives through the doors of 
the ER, and ends when a patient is either released from the 
ER or admitted into the hospital for further treatment.  
Upon arrival, patients sign in, are assessed in terms of their 
condition, and are transferred to an ER room.  Depending 
on their condition, patients must then go through the regis-
tration process and through the treatment process, before 
being released or admitted into the hospital. 

 

 
 

Figure 1.  High-level process view 
 

Patients arrive either on their own or in an ambulance, 
according to some arrival process.  Arriving patients are 
classified into different levels, according to their condition, 
with Level 1 patients being more critical than Level 2 and 
Level 3. 

 
Level 1 patients are taken to an ER room immediately 

upon arrival.  Once in the room, they undergo their treat-
ment.  Finally, they complete the registration process be-
fore being either released or admitted into the hospital for 
further treatment. 

 
Level 2 and Level 3 patients must first sign in with an 

Administrative Clerk.  After signing in, their condition is 
assessed by a Triage Nurse, and then they are taken to an 
ER room.  Once in the room, Level 2 and 3 patients, must 
first complete their registration, then go on to receive their 
treatment, and, finally, they are either released or admitted 
into the hospital for further treatment. 

 
The treatment process consists of the following activi-

ties: 
1.  A secondary assessment performed by a nurse and a 
physician. 
2.  Laboratory tests, if necessary, performed by a patient 
care technician (PCT). 
3.  The treatment itself, performed by a nurse and a physi-
cian. 

 
The registration process consists of the following ac-

tivities: 
1.  A data collection activity performed by an Administra-
tive Clerk. 
2.  An additional data collection activity performed by an 
Administrative Clerk, in case the patient has Worker’s 
Compensation Insurance. 
3.  A printing of the patient’s medical chart for future refer-
ence, performed by an Administrative Clerk. 

 
Finally, 90% of all patients are released from the ER, 

while the remaining 10% are admitted into the hospital for 
further treatment.  The final release/hospital admission 
process consists of the following activities: 
1.  In case of release, either a nurse or a PCT fills out the 
release papers (whoever is available first). 
2.  In case of admission into the hospital, an Administrative 
Clerk fills out the patients admission papers.  The patient 
must then wait for a hospital bed to become available.  The 
time until a bed is available is handled by an empirical 
probability distribution.  Finally, the patient is transferred 
to the hospital bed. 

 
The ER has the following resources: 
 

• Nurses 
• Physicians 
• PCTs 
• Administrative Clerks 
• ER Rooms 

 
In addition, the ER has one Triage Nurse and one 

Charge Nurse at all times. 
 
Due to cost and layout considerations, hospital admin-

istrators have determined that the staffing level must not 
exceed 7 nurses, 3 physicians, 4 PCTs and 4 Administra-
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tive Clerks.  Furthermore, the ER has 20 rooms available; 
however, using fewer rooms would be beneficial, since the 
additional space could be used more profitably by other 
departments in the hospital.  The hospital wants to find the 
configuration of the above resources that minimizes the to-
tal asset cost.  The asset cost includes the staff’s hourly 
wages and the fixed cost of each ER room used.  We must 
also make sure that, on average, Level 1 patients do not 
spend more than 2.4 hours in the ER.  This can be formu-
lated as an optimization problem, as follows: 

 

run simulates 5 days of the ER operation).  Given these pa-
rameters, the best solution, found at iteration 21 was: 

 
Nurses Physicians PCT’s Admin  

Clerks 
ER 
Rooms 

    4 2    3    3   12 
 
The Expected Total Asset Cost for this configuration 

came out to $ 25,250 (a 31% improvement over the base 
case), and the average Level 1 patient cycle time was 2.17 
hours.  The time to run all 100 iterations was approxi-
mately 28 minutes. Minimize the expected Total Asset Cost 

Subject to the following constraints: 
 
Average Level 1 Cycle Time is less than or equal to 
2.4 hours  
# Nurses are greater than or equal to 1 and less than or 
equal to 7 
# Physicians are greater than or equal to 1 and less 
than or equal to 3 
# PCT’s are greater than or equal to 1 and less than or 
equal to 4 
# Admin. Clerks are greater than or equal to 1 and less 
than or equal to 4 

 
After obtaining this solution, we redesigned some fea-

tures of the current model to improve the cycle time of 
Level 1 patients even further.  In the proposed model, we 
assume that Level 1 patients can go through the treatment 
process and the registration process in parallel.  That is, we 
assume that while the patient is undergoing treatment, the 
registration process is being done by a surrogate or who-
ever is accompanying the patient.  If the patient’s condition 
is very critical, than someone else can provide the registra-
tion data; however, if the patient’s condition allows it, then 
the patient can provide the registration data during treat-
ment. # ER Rooms are greater than or equal to 1 and less 

than or equal to 20 
 
This is a relatively simple problem in terms of size:  6 

variables and 6 constraints.  However, if we were to rely 
solely on simulation to solve this problem, even after the 
hospital administrators have narrowed down our choices to 
the above limits, we would have to perform 
7x3x4x4x20=6,720 experiments.  If we want a sample size 
of, say, at least 30 runs per trial solution in order to obtain 
the desired level of precision, then each experiment would 
take about 2 minutes1.  This means that a complete enu-
meration of all possible solutions would take approxi-
mately 13,400 minutes, or about 28 working days.  This is 
obviously too long a duration for finding a solution.  

 

 
Figure 2 shows the model with this change.  By im-

plementing this change in the optimized model, we now 
obtain an average Level 1 patient cycle time of 1.98 (a 
12% improvement). 

 

 
 

Figure 2.  Proposed Process In order to solve this problem in a reasonable amount 
of time, we called upon the OptQuest® optimization tech-
nology integrated with SIMPROCESS.  As a base case we 
decided to use the upper resource limits provided by hospi-
tal administrators, to get a reasonably good initial solution.  
This configuration yielded an Expected Total Asset Cost of 
$ 36,840, and a Level 1 patient cycle time of 1.91 hours. 

 

 
If we now optimize this new model, given the change 

that we implemented, we obtain a new optimal solution in 
28 iterations, as follows: 

 
Nurses Physicians PCT’s Admin  

Clerks 
ER 
Rooms 

    4 2    2    2   9 
Once we set up the problem in OptQuest, we ran it for 

100 iterations (experiments), and 5 runs per iteration (each 
This configuration yields an Expected Total Asset 

Cost of $ 24,574, and an average Level 1 patient cycle time 
of 1.94 hours. 

  By using optimization, we were able to find a very 
high quality solution in less than 30 minutes.  In addition, 
we were able to make changes to improve the model and 

1 We timed one experiment with 30 runs on a Dell Dimen-
sion 8100, with an Intel Pentium 4 processor @ 1700 
MHz. 
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 re-optimize to find a better configuration.  It is quite 
unlikely that this solution would be found relying solely on 
simulation. 

Lane 3 corresponds to the assessor at headquarters 
(AHQ).  The assessor first authorizes the on-site investiga-
tion of the accident.  If the investigation determines that 
the incident is not covered by the client’s policy (2% of all 
cases), then the case is terminated; otherwise (98% of all 
cases), a final price is determined and the case is approved. 

4 SELECTING THE BEST STAFFING LEVEL 
FOR A PERSONAL CLAIMS PROCESS AT AN 
INSURANCE COMPANY 

The following example is based on a model provided 
by SIMUL8 Corporation. We used SIMUL8 for the simu-
lation, and OptQuest for SIMUL8 for the optimization. 

 
A personal claims department in an insurance com-

pany handles claims made by their clients.  Claims arrive 
according to a Poisson process, with a mean inter-arrival 
time of 5 minutes.  Figure 3 is a process map depicting the 
personal claims process in terms of swim lanes.  

 

 
In lane 4, the senior assessor (SA) receives the claim, 

checks it for completes it and provides the final approval.  
Once the claim is approved it is sent to documentation con-
trol. 

 
Documentation control (DC), in lane 5, is in charge of 

processing the payment to the client, closing the case and, 
finally, filing the claim. 

 
The problem in this example is to find staffing levels 

for each of the five resource types, in order to minimize 
headcount, while keeping average throughput above 1500 
claims during 4 weeks.  Each resource type has a maxi-
mum limit of 20 people, and the overall headcount in the 
process cannot exceed 90.  The formulation of the optimi-
zation problem is as follows: 

 

 

  

Receive 
Claim 

Policy 
Valid?

Enter Data 
Into System 

Terminate 
Case 

Investigate 

Incident 
Covered? 

Approve 
Preliminary  

Estimate 

Exceeds 
$2000? 

Authorize 
On-site 

Investigation 

Incident 
Covered? 

Determine 
Price of 
Damage 

Approve 
Case 

Check 
Claims 
Case 

Approve 
Claim 

Send 
Payment 
To Client 

Close 
Case 

File 
Claim 

Claims 
Handler 

Assessor 
Service Ctr. 

Assessor 
Headqtrs. 

Senior 
Assessor 

Document
Control 

Yes 

Yes 

Yes 

No 

No 

No 

No 

Yes 

 
Minimize the Headcount 
Subject to the following constraints: 
 
Average Throughput is equal to or greater than 1500  
# Claims Handlers are greater than or equal to 1 and 

less than or equal to 20 
# Service Center Assessors are greater than or equal to 1 

and less than or equal to 20 
# Headquarter Assessors are greater than or equal to 1 

and less than or equal to 20 
# Senior Assessors are greater than or equal to 1 and 

less than or equal to 20 
# Document Controllers are greater than or equal to 1 

and less than or equal to 20 
Figure 3. Map of Personal Claims Process 

 
The overall headcount cannot exceed 90. The first lane corresponds to work done by a claims 

handler (CH) located at the client’s local service center.  
Upon arrival of a claim, the assessor determines if the cli-
ent has a valid policy.  If no (5% of all cases), then the case 
is terminated; otherwise (95% of all cases), the assessor en-
ters the appropriate information in the system.   

 
Once again, a what-if analysis of all the possible solu-

tions to this problem would require about 800,000 scenar-
ios.  Optimization is necessary to find a good solution effi-
ciently.  A good starting point can probably be established 
by consulting with experienced managers in the insurance 
claims area, based on the expected demand of claims. 

 
In the second lane, an assessor located at the service 

center (ASC) receives the information from the claims 
handler.  The assessor first determines if the claim is cov-
ered by the client’s policy.  If not (5% of all cases), the 
case is terminated; otherwise (95% of all cases), the asses-
sor approves the preliminary estimate of the damage.  If 
the damage exceeds $2,000 (35% of all cases), the claim is 
sent to an assessor at headquarters for approval; otherwise 
(65% of all cases), it is sent directly to a Senior Assessor. 

 
We use OptQuest to optimize the staffing levels of this 

system.  We run OptQuest for 100 iterations and 5 simula-
tion runs per iteration.  Table 1 shows a summary of the 
results, and Figure 4 shows the graph depicting the search 
of OptQuest for Simul8 towards improving solutions.  The 
performance graph shows the value of the objective (in this 



April, Better, Glover, Kelly, and Laguna 
 
case Headcount) on the y-axis, and the number of iterations 
on the x-axis.  The line shows only improving solutions. 

5 THE STATE-OF-THE-ART IN SIMULATION 
OPTIMIZATION 

Solution Claims 
Handler

Assessor 
(SC)

Assessor 
HQ

Senior 
Assessor

Doc. 
Control LSL Avg. USL Headcount Avg. Cycle 

Time (min.)

1 9 17 17 15 16 1563.00 1568.00 1573.00 74 639.00
2 9 17 17 14 16 1559.00 1564.00 1570.00 73 658.00
3 8 17 16 15 16 1562.00 1567.00 1573.00 72 646.00
4 9 18 12 15 11 1611.00 1622.00 1633.00 65 503.00
5 9 18 11 15 11 1610.00 1621.00 1632.00 64 510.00

Simul8 Results

Throughput (# claims)
Personal Claims Process - 20 Trials Four approaches account for most of the academic litera-

ture in simulation optimization.  They are: (1) stochastic 
approximation (gradient-based approaches); (2) (sequen-
tial) response surface methodology; (3) random search; 
and, (4) sample path optimization (also known as stochas-
tic counterpart).  However, none of these approaches have 
been used to develop optimization for commercial simula-
tion software, mainly because these “methods generally re-
quire a considerable amount of technical sophistication on 
the part of the user, and they often require a substantial 
amount of computer time as well” (Andradóttir, 1998). 

 
Table 1. Summary results 
 

 
Leading commercial simulation software employs 

metaheuristics as the methodology of choice to provide op-
timization capabilities to their users.  Like other develop-
ments in the Operations Research/Computer Science inter-
face (e.g., those associated with solving large 
combinatorial optimization problems) commercial imple-
mentations of simulation optimization procedures have 
only become practical with the exponential increase of 
computational power and the advance in metaheuristic re-
search.  The metaheuristic approach to simulation optimi-
zation is based on viewing the simulation model as a black 
box function evaluator. 

 
Figure 4. Performance Graph for the  
Optimization of the Personal Claims Process 
 

Since some of the solutions obtained from our optimi-
zation are relatively close in terms of throughput and cycle 
time, an analyst may want to reevaluate a set of the best n 
solutions to assess the precision of the results.  In Table 1, 
we present the best 5 solutions obtained from our OptQuest 
run, by conducting an experiment of 20 trials for each solu-
tion.  The information can now be given to a process man-
ager.  The manager can analyze the trade-offs between 
headcount and throughput or cycle time, to decide which 
configuration best aligns with service levels and process 
goals.  For example, we can see that solutions 1, 2 and 3 
are statistically the same.  Solutions 4 and 5 are signifi-
cantly better than 1, 2 and 3 in terms of headcount, 
throughput and cycle time, so the analyst should pick one 
of these.  Which one is better?  We re-ran 60 trials for each 
of these two solutions, to obtain a 95% confidence interval 
for each of these measures.  In both cases the confidence 
intervals overlap.  In fact, the resulting confidence intervals 
for throughput are almost identical; the intervals for cycle 
time are also very close, with the expected cycle time for 
solution 4 (503 minutes) about 1.4% lower than that for so-
lution 5 (510 minutes).  The analyst should consider if the 
savings obtained from having one assessor less justifies 
such a small difference in cycle time.  If so, then solution 5 
should be chosen. 

 
Figure 5 shows the black-box approach to simulation 

optimization favored by procedures based on metaheuristic 
methodology.  In this approach, the metaheuristic opti-
mizer chooses a set of values for the input parameters (i.e., 
factors or decision variables) and uses the responses gener-
ated by the simulation model to make decisions regarding 
the selection of the next trial solution. 

 

Metaheuristic
Optimizer

Simulation
Model

Input
ParametersResponses

 
Figure 5. Black box approach to simulation optimiza-

tion 
 
Most of the optimization engines embedded in com-

mercial simulation software are based on evolutionary ap-
proaches.  Evolutionary approaches search the solution 
space by building and then evolving a population of solu-
tions.  The evolution is achieved by mechanisms that create 
new trial solutions out of the combination of two or more 
solutions that are in the current population.  Transforma-
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An important feature in simulation optimization soft-
ware is the ability to specify constraints.  Constraints de-
fine the feasibility of trial solutions.  Constraints may be 
specified as mathematical expressions or as statements 
based on logic.  In the context of simulation optimization, 
constraints may be formulated with input factors or re-
sponses. 

tion of a single solution into a new trial solution is also 
considered in these approaches.  Examples of evolutionary 
optimization approaches are Genetic Algorithms and Scat-
ter Search.  The latter, in conjunction with a memory-based 
approach called Tabu Search, is used in OptQuest. 

 
In the context of simulation optimization, a simulation 

model can be thought of as a “mechanism that turns input 
parameters into output performance measures” (Law and 
Kelton, 1991).  In other words, the simulation model is a 
function (whose explicit form is unknown) that evaluates 
the merit of a set of specifications, typically represented as 
set of values.  Viewing a simulation model as a function 
has motivated a family of approaches to optimize simula-
tions based on response surfaces and metamodels. 

 
If the constraints in a simulation optimization model 

depend only on input parameters then a new trial solution 
can be checked for feasibility before running the simula-
tion.  An infeasible trial solution may be discarded or may 
be mapped to a feasible one when its feasibility depends 
only on constraints formulated with input parameters.  Op-
tQuest, for instance, has a mechanism to map infeasible so-
lutions of this type into feasible ones.  On the other hand, if 
constraints depend on responses, then the feasibility of a 
solution is not known before running the simulation. 

 
A response surface is a numerical representation of the 

function that the simulation model represents.  A response 
surface is built by recording the responses obtained from 
running the simulation model over a list of specified values 
for the input factors. A metamodel is an algebraic model of 
the simulation.  A metamodel approximates the response 
surface and therefore optimizers use it instead of the simu-
lation model to estimate performance.  Standard linear re-
gression has been and continues to be one of the most 
popular techniques used to build metamodels in simulation.  
More recently, metamodels based on neural networks (La-
guna and Martí, 2002), Kriging (van Beers and Kleijnen, 
2003) and the Lever Method (April, et al., 2003) have also 
been developed and used for estimating responses based on 
input factors.  Once a metamodel is obtained, in principle, 
appropriate deterministic optimization procedures can be 
applied to obtain an estimate of the optimum (Fu, 2002). 

 

6 CONCLUSIONS 

Although most commercial simulation software prod-
ucts now have an embedded optimization tool, until re-
cently, optimization had not been embraced by the simula-
tion community.  Optimization models were thought to 
oversimplify the problem at hand, and there was not a pre-
cise way to determine the quality of a solution.  Further-
more, traditional approaches for optimizing simulations 
usually require a considerable level of technical sophistica-
tion for the user, as well as considerable computer time.   

 
However, the need for simulation optimization arises 

frequently in practice, given that most real world systems 
are too complex to analyze by trial-and-error.  This need 
has resulted in a vast body of research to apply metaheuris-
tic approaches to the optimization of simulations.  These 
approaches help guide the search for configurations of a 
simulation model that result in optimal or near-optimal per-
formance.  The use of metaheuristics, coupled with ad-
vanced statistical analysis methods, considerably reduces 
the required computer time to obtain good solutions, and 
provides clear and precise measures of solution quality and 
process performance. 

 

 
Figure 6 depicts the metaheuristic optimization proc-

ess with a metamodel filter. 
 

 
Metaheuristic 

Optimizer 

Simulation 
Model 

f(x)  

Metamodel 
x 

Good 
F(x)? 

Discard x 

Yes 

No

F(x)

 

Finally, as demonstrated in our illustrative examples, tools 
such as OptQuest along with their simulation software 
hosts do not require a high level of technical sophistication 
from the user.  Simulation models that need to be opti-
mized can be set up rather quickly and intuitively, and re-
sults can be analyzed and communicated clearly.  As this 
trend in making the simulation optimization approach eas-
ier to use continues, the software is becoming attractive to 
all levels of management and staff, and thus is steadily 
gaining a wider user base. 

Figure 6. Metaheuristic optimizer with a  
metamodel filter 
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