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The classification problem objective is to classify instances that are characterized by attributes or variables; that is, to determine which class every instance belongs to. Based on a set of examples (whose class is known) a set of rules are designed and generalised to classify the set of instances with the greatest precision possible.

A variety of methodologies exist for dealing with this problem, including Classic discriminant analysis, Logistic Regression, Neural Networks, Decision Trees and Instance-Based Learning, among others. Most discriminant analysis methods search for hyperplanes in variable space that better distinguish the classes from the instances. This translates into searching for linear functions and then using them for classification purposes (Wald, Fisher, etc). The use of linear functions enables better interpretation of the results (e.g., importance and/or significance of each variable in instance classification) when analysing the value of the coefficient obtained. Not every classification method is suited to this type of analysis and in fact some are classified as “black box” models. Thus, classic discriminant analysis and logistic regression continue to be interesting methodologies.

Before beginning designing a classification method, when many variables are involved, only those variables that are really required should be selected; that is, the first step is to eliminate the less significant variables from the analysis.

Thus, the problem consists in finding a subset of variables that can carry out this classification task in an optimum way. This problem is known as variable selection or feature selection. From a computational point of view variable selection is an NP-Hard problem and therefore there is no guarantee of finding the optimum solution (NP = Nondeterministic Polynomial Time). In recent years several heuristic and metaheuristic methods have been developed in order to obtain good solutions for this problem.

These methods search for subsets with greater classification capacity based on different criteria. However, none of them focus on the posterior use of the variables selected in the discriminant analysis or logistic regression. For this specific purpose the Stepwise method as well as the Backward and Forward methods, can be found in the literature. These are simple selection procedures based on statistical criteria (Wilks Lamda, Fisher's F, etc.) which have been incorporated into some of the best known statistical packages such as SPSS, BMDP, etc. As highlighted by Huberty (1989) these methods are not very efficient, and when there are many original variables the optimum is rarely achieved. 

We can formulate the problem of selecting the subset of variables with superior classification performance as follows: Let V denote a set of m variables, such that 
V = {1, 2,..., m} and  let A denote a set of instances (also called the “training” set). For each case we also know the class it belongs to. Given a predefined value p ( N, p < m, the goal is to find a subset S ( V, with a size p, that has the greatest classification capacity f (S). 

To be precise, for discriminant analysis the function f(S) is defined as a percentage of hits in A obtained through the variables of S with Fisher's classifier. For logistic regression the corresponding classifier and its classification capacity, f(S), are obtained by maximizing a likelihood function.
Pacheco, Casado, Núñez and Gómez (2006) and Pacheco Casado and Núñez (2008) propose a Tabu Search method for variable selection in discriminant analysis. Using a corresponding methodology, Pacheco, Casado and Núñez (2009) propose a Tabu Search method for variable selection in logistic regression. The methods introduced in these works yield significantly better results than the classic methods (Stepwise, Backward and Forward).

To check and compare the efficacy of the Tabu Search methodology employed, a series of experiments was run with different test problems from the well-known data repository of the University of California, UCI which can be accessed at www.ics.uci.edu/~mlearn/MLRepository.html (see Murphi and Aha. 1994),  The following six databases were used:

· Spambase Database: 57 variables, 2 classes and 4,601 cases. 

· Mushrooms Database: 22 variables, 2 classes and 8,100 cases. The 22 nominal variables were transformed into 121 binary variables: 1 for each binary variable and 1 per possible answer for the remaining variables.

· Covertype Database: This is a forestry database, with 54 explanatory variables, 8 classes and more than 580,000 cases or instances. Conect-4
· Opening Database: 42 nominal variables, 3 classes and 67,557 cases. The 42 nominal variables were transformed into 126 binary variables. 

· Waveform Database: 40 variables with continuous values, 3 classes and 5,000 instances. We have considered the two first classes. 

· Nursery Database: 8 nominal variables, 5 classes and 12,960 cases. The 8 nominal variables were transformed into 28 binary variables. The 5 classes are grouped together in two classes (“not_recom” and the rest). 
From each database 10 sets of 200 cases were randomly selected as test sets for evaluating the model with independent data. 
Our Tabu Search algorithm was applied to different training sets from these databases and evaluated with independent data (10 test sets for every database). Table 1 and Table 2 present the mean of the results obtained with the 10 test sets for every database and each value of p considered (classification capacity). Table 1 presents the results using discriminant analysis as the classifier model and Table 2 presents the results using logistic regression. The results for the Forward method are omitted because they are the same as those obtained by Stepwise method. The best result for each case in indicated in bold.

	Data
	m
	p
	Backward
	Stepwise
	Tabu S.

	Spam
	57
	3
	0.787
	0,787
	0,804

	
	57
	4
	0.812
	0,812
	0,825

	
	57
	5
	0.827
	0,827
	0,844

	
	57
	6
	0.827
	0,827
	0,852

	
	57
	7
	0.843
	0,831
	0,883

	
	57
	8
	0.854
	0,850
	0,883

	Mushrooms


	121
	3
	0.907
	0,952
	0,976

	
	121
	4
	0.906
	0,950
	0,989

	
	121
	5
	0.915
	0,989
	1,000

	Cover


	54
	3
	0.740
	0,740
	0,732

	
	54
	4
	0.741
	0,752
	0,730

	
	54
	5
	0.754
	0,752
	0,749

	
	54
	6
	0.759
	0,749
	0,746

	
	54
	7
	0.758
	0,755
	0,726

	Connect
	126
	3
	0.729
	0.585
	0.743

	
	126
	4
	0.729
	0.671
	0.742

	
	126
	5
	0.729
	0.677
	0.747

	Cover


	126
	6
	0.720
	0.659
	0.738

	
	126
	7
	0.720
	0.678
	0.745

	
	126
	8
	0.720
	0.684
	0.744

	
	126
	9
	0.682
	0.692
	0.744

	
	126
	10
	0.682
	0.714
	0.768

	Cover


	126
	11
	0.682
	0.714
	0.741

	
	126
	12
	0.606
	0.764
	0.759

	Wave
	40
	3
	0.867
	0.868
	0.882

	
	40
	4
	0.886
	0.880
	0.891

	
	40
	5
	0.899
	0.890
	0.893

	Cover


	40
	6
	0.900
	0.900
	0.899

	
	40
	7
	0.901
	0.901
	0.898

	Nursery
	26
	3
	0.673
	0.673
	1.000

	
	26
	4
	0.673
	0.669
	1.000

	
	26
	5
	0.673
	0.672
	1.000

	Cover


	26
	6
	0.673
	0.672
	1.000



Table 1: Comparison in test sets for discriminant analysis.
	Data
	m
	p
	Backward
	Stepwise
	Tabu S

	Spam
	57
	3
	0.834
	0.834
	0.867

	
	57
	4
	0.839
	0.839
	0.871

	
	57
	5
	0.855
	0.855
	0.877

	
	57
	6
	0.857
	0.857
	0.884

	
	57
	7
	0.868
	0.868
	0.888

	
	57
	8
	0.879
	0.879
	0.900

	Mushrooms


	121
	3
	0.860
	0.860
	0.982

	
	121
	4
	0.828
	0.828
	0.995

	
	121
	5
	0.810
	0.810
	1.000

	Cover


	54
	3
	0.671
	0.671
	0.749

	
	54
	4
	0.740
	0.735
	0.749

	
	54
	5
	0.760
	0.764
	0.751

	
	54
	6
	0.755
	0.750
	0.747

	
	54
	7
	0.761
	0.761
	0.755

	Connect
	126
	3
	0.736
	0.741
	0.746

	
	126
	4
	0.737
	0.747
	0.747

	
	126
	5
	0.746
	0.749
	0.753

	Cover


	126
	6
	0.742
	0.757
	0.765

	
	126
	7
	0.749
	0.769
	0.765

	
	126
	8
	0.745
	0.766
	0.777

	
	126
	9
	0.743
	0.773
	0.785

	
	126
	10
	0.740
	0.776
	0.779

	Cover


	126
	11
	0.741
	0.782
	0.786

	
	126
	12
	0.742
	0.773
	0.791

	Wave
	40
	3
	0.865
	0.865
	0.868

	
	40
	4
	0.752
	0.752
	0.892

	
	40
	5
	0.899
	0.899
	0.894

	Cover


	40
	6
	0.899
	0.899
	0.898

	
	40
	7
	0.865
	0.865
	0.903

	Nursery
	26
	3
	1.000
	1.000
	1.000

	
	26
	4
	1.000
	1.000
	1.000

	
	26
	5
	1.000
	1.000
	1.000

	Cover


	26
	6
	1.000
	1.000
	1.000


Table 2: Comparison in test sets for logistic regression
Tables 1 and 2 disclose that the tabu search method performs better than classic variable selection methods when classic linear models (discriminant analysis and logistic regression) are considered.
Finally, Pacheco, Casado and Núñez (2007) address a two level problem involving variable selection and the determination of the coefficients for these variables that provide the best linear discrimination function with the objective of obtaining a high classification success rate. Given the relationship between variable selection and coefficient determination, a Tabu Search method is designed to handle both problems simultaneously. The resulting TS method obtains significantly better results than the classic methods for obtaining discriminant linear functions and variable selection.
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