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In this paper we propose a hybrid method to solve hard combinatorial optimization problems. Our method combines adaptive memory of tabu search, sparse dynamic programming, and reduction techniques, to reduce and explore the search space.

In the first phase of the approach, a sparse dynamic programming algorithm is applied to solve exactly a family of sub-problems that differ one from another only in the right-hand side constraint values. In that case, dynamic programming can be applied efficiently. Reduction techniques are incorporated to reduce the size of the problem iteratively. Then, a tabu search algorithm is applied to the remaining variables. The evaluation of the neighbourhood of the current partial solution is performed in completing this solution with the information stored during the forward phase of the dynamic programming algorithm. Thus, the originality of the approach is to introduce of a second level of intensification in tabu search. Indeed, move evaluations in tabu search involve solving a reduced problem implicitly. Experiments performed on the well-known 0-1 multidimensional knapsack problem show the efficiency of the method. Our hybrid algorithm obtains good results when compared with CPLEX MIP solver, in particular for instances with a large number of variables.
Dynamic programming (DP) is used on a subset of variables to generate a list of optimal solutions associated with a family of sub-problems that differ only in the right-hand side constraint values in a forward phase. In this way the DP algorithm is performed only once. To avoid both memory limitations of DP and a slowing down of tabu search, the number of variables associated with the DP phase is restricted and kept small when compared to the number of variables in the initial problem. In addition, the choice of the variables in the DP phase is guided by a reduction technique that allows some variables to be set at their optimal values definitively. Finally, an optimality test is introduced to check at every step if remaining variables can be set to specific values if an optimal solution is already obtained.

In the second phase, tabu search (TS) is applied during a given number of iterations or a limited running time in the subspace associated to the remaining set of variables. In this algorithm, each partial feasible solution is completed by calling the backtracking phase of DP. To exploit the list generated previously we allow two possible moves: adding a variable in the current solution (i.e., moving from 0 to 1 in the case of a 0-1 integer program), and dropping a variable. In particular, a dropping move can improve the overall best solution for the initial problem, when we took into account an optimal solution of the corresponding sub-problem in the list of DP. Other classical ingredients of TS were also incorporated: intensification, diversification, and tabu list with the use of memory.

The entire process is repeated until no improvement and no additional variable fixing occurs. This approach is appropriate for a class of optimization problems whose structure is susceptible to dynamic programming treatment. In our work, the proposed specialized tabu search approach is validated in the context of the 0-1 multidimensional knapsack problem. We compare our new approach with the general-purpose CPLEX MIP solver, and a basic tabu search algorithm (without the use of the global intensification scheme), for various sets of available and randomly generated instances. The results demonstrate the robustness of the proposed approach, given that it performs better than the corresponding basic tabu search algorithm most of the time. Moreover, our approach compares well with CPLEX when the number of variables is large; it was able to provide elite feasible solutions in a very reasonable amount of computational time. Generally speaking, experiments show that our approach performed better when the number of variables in the problem is (largely) greater than the number of constraints.

Reference:

Wilbaut, C., Hanafi, S., Fréville, A. and Balev, S. Tabu search: global intensification using dynamic programming. Control and Cybernetics 35, 579-598 (2006).

