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Summary

Given a matrix of weights E = {eij}m(m, the LOP consists of finding a permutation p of the columns (and rows) in order to maximize the sum of the weights in the upper triangle.  In mathematical terms, we seek to maximize:



.

where pi is the index of the column (and row) in position i in the permutation.  Note that in the LOP, the permutation p provides the ordering of both the columns and the rows.  The equivalent problem in graphs is that of finding, in a complete weighted graph, an acyclic tournament with a maximal sum of arc weights (Reinelt, 1985).

In economics, the LOP is equivalent to the so-called triangulation problem for input-output tables, which can be described as follows.  The economy of a region (generally a country) is divided into m sectors and an m(m input-output table E is constructed, where the entry eij denotes the amount of deliveries (in monetary value) from sector i to sector j in a given year.  The triangulation problem then consists of simultaneously permuting the rows and columns of E to make the sum of the entries above the main diagonal as large as possible.  An optimal solution then orders the sectors in such a way that the suppliers (i.e. sectors that tend to produce materials for other industries) come first, followed by the consumers (i.e. sectors that tend to be final-product industries that deliver their output mostly to end users).

Insertions are used as the primary mechanism to move from one solution to another in TS_LOP.  We define INSERT_MOVE(pj, i) to consist of deleting pj from its current position j to be inserted in position i (i.e., between the current sectors pi-1 and pi). The move value is the difference between the objective function values after and before the move.  In mathematical terms:

MoveValue = CE(p() - CE(p).

Starting from a randomly generated permutation p, the basic TS procedure alternates between an intensification and a diversification phase as described below.

Intensification Phase

An iteration in this phase begins by randomly selecting a sector.  The probability of selecting sector j is proportional to its associated weight wj computed as:




The move INSERT_MOVE(pj, i) with the largest move value is selected.  The move is executed even when the move value is not positive, resulting in a deterioration of the current objective function value.  The moved sector becomes tabu-active for TabuTenure iterations, and therefore it cannot be selected for insertions during this time.  The number of times that sector j has been chosen to be moved is accumulated in the value freq(j).  This frequency information is used for diversification purposes.  The intensification phase terminates after MaxInt consecutive iterations without improvement. 

Diversification Phase

This phase is performed for MaxDiv iterations.  In each iteration, a sector is randomly selected, where the probability of selecting sector j is inversely proportional to the frequency count freq(j).  The chosen sector is placed in the best position, as determined by the move values associated with the insert moves.  The procedure stops when MaxGlo global iterations are performed without improving CE(p*).  A global iteration is an application of the intensification phase followed by the application of the diversification phase.

This short term memory is complemented with a long term memory based on both path relinking for intensification and an operation called reverse for diversification purposes.
An extended description of this method, including empirical comparisons with other metaheuristics, can be found in the original paper (C&OR 1999) as well as in the upcoming book by Martí and Reinelt (Springer 2010).
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