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Concentric tabu search (Drezner, 2002) was designed for the solution of the Quadratic Assignment Problem (QAP). The idea is to force the search to regions of the solution space which are “far” from the starting solution hoping to find a better local optimum. It can be adapted to any tabu search algorithm once a “distance” between two solutions is defined. For example, if a solution consists of a string of binary variables, the distance between two solutions is the number of variables with different values. The QAP seeks the best permutation of assigning facilities to sites. For the QAP, the distance is the number of facilities that are assigned to different sites (or the number of sites that are assigned different facilities).
The basic principle of the concentric tabu search is as follows: A solution called “the center solution” is the starting solution of the search. The neighborhood of each solution is defined in the same manner as in standard tabu search. The search is performed in “rings” around the center solution. Suppose that a solution at distance D from the center solution is part of the current iteration. All solutions in the neighborhood which are not farther than D are in the tabu list (there is no tabu tenure). If a solution better than the best found solution is encountered, it replaces the center solution and the search is restarted from that solution. Otherwise, the search proceeds to evaluate solutions that are farther and farther away from the center solution. For any problem there is a maximum possible distance, and once this distance is reached, the algorithm terminates.
Concentric Tabu Search fits into the general framework of tabu search first introduced by Glover (1977) as the strategic oscillation, or oscillating assignment, approach. See also chapter 10.5 in Glover and Laguna (1997). This approach evolved to multi-neighborhood setting in Glover (1996) and to the variable neighborhood search (Hansen and  Mladenovic, 2001).
In the specific case of the QAP, the neighborhood consists of all possible exchanges between two facilities. Suppose the iteration is at a solution which is at distance D from the center solution. The distance between a solution in the neighborhood and the center solution can only be D-2, D-1, D, D+1, D+2 because only two facilities are located at different sites. Solutions whose distance is D-2, D-1 or D are tabu. We maintain the best K solutions (K is a parameter of the search) found for every D and once the neighborhoods of the K solutions at distance D are evaluated and no solution better than the best found solution is observed, the neighborhoods of the best K solutions at a distance D+1 are evaluated, and so on. 
The concentric tabu search is used as an improvement algorithm in a hybrid genetic algorithm (Drezner, 2003). Many extensions were also proposed. In Drezner (2005), two different tabu rules are defined. In the “ring moves” all solutions at distance D are also compared with the K solutions (at distance D) and if a better solution at distance D is found, the neighborhood of the improved solution is evaluated. Otherwise, the search moves to the best K solutions at distance  D+1. In the “all moves” rule the search is allowed to proceed to a lower distance solution under certain conditions. For details see Drezner (2005). In Drezner (2005) the concept of “levels” L is defined. If the search fails to find an improved solution while scanning all rings, the best solution at the maximum distance (a different rule can be applied) becomes the center solution. The search is repeated L times before terminating the algorithm unless a solution which is better than the best found solution is encountered.
The best results for the QAP employing a hybrid genetic algorithm with various versions of concentric tabu or other tabu searches, such as robust tabu (Taillard, 1991), are reported in Drezner (2008a) and in the book chapter by Drezner (2008b) which is available on line for free. The book chapter by Drezner (2008b) also describes various programming “tricks” that enhance the performance of tabu algorithms. One such issue, which arises in every tabu search approach, is breaking ties between equally valued solutions. When several solutions competing for the “best one” for the next iteration exist, one of them is randomly selected by a trick described in Drezner (2010).
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