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We introduce a simulation optimization approach that is effective
in guiding the search for optimal values of input parameters to
a simulation model. Our proposed approach, which includes
enhanced data mining methodology and state-of-the-art
optimization technology, is applicable to settings in which a large
amount of data must be analyzed in order to discover relevant
relationships. Our approach makes use of optimization technology
not only for data mining but also for optimizing the underlying
simulation model itself. A market research application embodying
agent-based simulation is used to illustrate our proposed approach.

Introduction

In industry, managers are constantly faced with

situations which require making decisions that can have

important consequences for profitability, market share,

customer satisfaction, or other key factors affecting

company success. Often these situations are highly

complex and exhibit considerable uncertainty. This

makes it practically impossible for managers to

predict accurately the effect of a particular decision

on system performance. In such cases, it is desirable to

have a simplified but realistic model to test real-world

decision-making scenarios and to evaluate the outcomes

of alternative decisions that affect the company’s success.

Computer simulation has become a methodology of

choice in these situations by giving the user an ability to

build models for testing numerous configurations of

complex systems in a relatively quick and inexpensive

manner.

A primary function of computer simulations is to

evaluate the implications of operational or policy

changes. For example, changes to the number of tellers

at a bank, the number of machines in a job shop, or the

number of lanes in a highway can be tested in order to

determine their effect on the performance of a system

as evaluated by one or multiple measures, such as

cost, expected profit, risk, waiting time, or resource

utilization. However, in cases with a high degree of

complexity and uncertainty, it is not always obvious

which variables to focus on in order to improve

performance, nor is it evident to what extent these

variables should be changed. Furthermore, the number

of possible different system configurations, even in

relatively simple models, is so large that it is impossible

from a practical standpoint to enumerate them all to

find the best configuration.

We propose an approach that incorporates an

advanced data mining module to identify relevant system

inputs and to analyze the way these inputs interact within

the system. This data mining model uses traditional

methods to select relevant features, cluster, and classify

data. Its principal contribution makes use of an

innovative dynamic data mining procedure that is

activated at certain intervals during the optimization

process in order to make use of information obtained

during that process, with the goal of speeding the search

for optimal solutions. In addition, we incorporate state-

of-the-art optimization technology, the OptQuest**

optimization engine, in order to guide the search for

optimal policies or scenarios for a given system, based

on user-defined performance measures. Our approach

describes work in progress. It has elements in common

with, and may be applied in, areas such as bio-

informatics, which make use of small simulations in order

to create fitness functions for an objective performance

measure. However, the approach has not yet been applied

by others to the areas of market research, finance,

and other business settings, which we plan to explore

in this paper.
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The paper is organized as follows. In the next section,

we discuss our proposed data mining methodology. The

two sections that follow describe our approach to the

optimization of simulation models, and the manner in

which the dynamic aspects of data mining interact with

the optimization process. The section on an integrated

approach to simulation optimization illustrates our

proposed approach in detail, focusing on an example

using agent-based simulation in a market research

application. The final section presents our concluding

remarks and avenues for future research.

Data mining
The field of data mining is concerned with the efficient

storage, access, modeling, and, ultimately, understanding

of large data sets. A detailed discussion of these various

aspects of data mining, both from a theoretical and from

an implementation viewpoint, can be found in [1]. From

the viewpoint of our approach, data mining can be

specifically defined as the analysis of data in order to

identify patterns or discover relationships among the

various elements of a data set. From such a viewpoint,

data mining—including classification, clustering, pattern

analysis, discrimination, feature selection, and a broad

array of related domains—looms as a critically important

practice in business, science, and government.

The catalog of optimization methods used for data

mining applications encompasses neural networks,

support vector machines, Bayesian analysis, and Markov

blankets, among others (see [2–5] for useful descriptions

and tutorials). These methods are continuing to evolve

and improve, as demonstrated by recent innovations in

conditional separation methods based on new mixed-

integer programming, quadratic optimization, and

metaheuristic models, which have provided advances

in applications such as evaluating the quality of banks,

diagnosing cancer, and creating systems for scoring credit

applications (see, e.g., [6–8]). The following are three

prominent data mining problems that are relevant in

our proposed approach.

Classification and discrimination

Let aij denote the value of a specific characteristic or

attribute exhibited by elements in a data set, where

each element i (i ¼ 1, � � �, m) is described by n different

attributes indexed by j (j ¼ 1, � � �, n). We seek a decision

rule to classify these elements in order to identify

correctly whether a given vector Ai¼ (ai1, � � �, ain) should
belong among the elements of Group 1 or instead among

those of Group 2 (denoted G1 and G2, respectively).

(The basic model can easily be extended to three or

more groups.) For instance, the elements Ai may refer

to a patient’s physical characteristics, symptoms, and

laboratory test results. We seek to classify patients

according to whether they have a particular disease

(i 2 G1) or not (i 2 G2), and the first component ai1 of Ai

may refer to the applicant’s age, the second component

ai2 may refer to the patient’s gender, and so forth.

Given the knowledge of the Ai vectors and their group

membership, our goal is to provide a decision rule that

not only performs well in discriminating whether one

particular vector belongs to Group 1 or Group 2, but also

whether a new vector A, not among the original known

vectors, should be classified as belonging to one group

or the other.

Feature selection

From among the entire set of attributes (i.e., features)

that are included in the data defining a classification

problem, we seek to identify a subset consisting of those

that are relevant to the target (i.e., the class variable). In

general, the goal is to minimize the number of features

considered in order to make a correct classification. This

is desirable in order to reduce the computational cost of

determining correct classifications, but it can also lead

to improved classification accuracy by reducing the risk

of ‘‘overfitting,’’ a term that refers, in this instance,

to a model that performs poorly when classifying new

observations because it has been trained using a data set

with a high ratio of attributes to known observations.

A new approach that is proving very successful in

feature selection and classification is based on the

concept of Markov blankets (see [5] for a discussion of

successful implementations in various application areas).

A Markov blanket is a special case of a Bayesian network

(BN). A BN is a directed acyclical graph G, consisting of

a set of nodes or vertices V that represent the features

(i.e., random variables) in the data set, and directed

edges, E, between the nodes, representing conditional

independence relationships among the variables. Given

a graph G¼ fV, Eg, we say that a node X 2 V is a cause

of node Y 2 V if there is a directed edge from X to Y.

Equivalently, we say that X is a parent of Y, and Y is

a child of X. The Markov condition imposed on a BN

renders a variable Xi 2 V independent of any non-

descendant or non-parent, conditional on its parents. The

Markov blanket of Xi includes its parents, its children,

and the parents of its children. The Markov blanket,

therefore, constitutes the set of variables that are not

independent of the target variable, conditional on all the

other variables in the set. In other words, any variable

not in the Markov blanket of the dependent (target)

variable is considered redundant for the purpose of

predicting the value of the dependent variable. Thus, by

finding the Markov blanket of the variable of interest, we

can discard all of the other, irrelevant variables in the

domain.
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Clustering

Clustering involves the grouping of data into cohesive

clusters according to context-dependent criteria. The

vector Ai of the attributes of an individual consumer i can

be considered a point in space. A very simple clustering

algorithm would create clusters made up of those points

closest to the center of a cluster, up to a certain distance

threshold. If that threshold is exceeded, a new cluster is

formed. The process continues until all points have been

assigned to a cluster. Nearly as simple as this process, the

classical k-means approach begins by randomly selecting

k points as centers and then assigns each data point to

the center closest to it. New centers are identified for

the resulting clusters, and the process repeats until the

clusters no longer change their composition. A variety

of more complex clustering approaches are described

in [9–12].

Optimizing computer simulation models
The issue of identifying best values for a set of decision

variables falls within the realm of optimization. Until

quite recently, however, the methods available for

determining optimal decisions have been unable to cope

with the complexities and uncertainties posed by many

real-world problems of the form treated by simulation.

The need for optimization of simulation models arises

when the systems analyst wants to select a set of model

specifications (i.e., input parameters and/or structural

assumptions) that leads to optimal performance. On one

hand, the range of parameter values and the number of

parameter combinations are too large for analysts to

simulate all possible scenarios, so they need a method

to intelligently guide the search for good solutions. On

the other hand, without simulation, many real-world

problems are too complex to be modeled by mathematical

formulations that are at the core of pure optimization

methods. This creates a conundrum; pure optimization

models alone are incapable of capturing all of the

complexities and dynamics of the system, so one must

resort to simulation, which in turn cannot easily find

the best solutions. Simulation optimization resolves

this conundrum by combining both methods.

The merging of optimization and simulation

technologies has seen remarkable growth in recent years.

Today, most Monte Carlo and discrete event simulation

software packages include an optimization tool as part

of their product. Until relatively recently, however,

the simulation community was often reluctant to use

optimization tools. Optimization models were thought

to oversimplify the real problem, and it was not always

clear why a certain solution was the best [13]. However,

recent developments are changing this picture.

Advances in the field of metaheuristics—the domain of

optimization that augments traditional mathematics with

artificial intelligence and methods based on analogs to

physical, biological, or evolutionary processes—have led

to the creation of optimization engines that successfully

guide a series of complex evaluations with the goal of

finding optimal values for the decision variables, as in

[14–20]. One of those engines is the search algorithm

embedded in the OptQuest optimization system [21].

OptQuest is designed to search for optimal solutions

to the following class of optimization problems:

Maximize or minimize FðxÞ ðobjectiveÞ;

subject to Ax � b ðconstraintsÞ;

g
l
� GðxÞ � g

u
ðrequirementsÞ;

l � x � u ðboundsÞ;

where x is a set of variables that can be continuous or

discrete, with an arbitrary step size. Matrix A is described

shortly.

A typical example might be to maximize the

throughput of a factory by judiciously increasing machine

capacities, subject to a budget restriction and a limit on

the maximum work in process (WIP). In this case, x

represents the specific capacity increases, and F(x) is the

expected throughput at capacity x. The budget restriction

is modeled as Ax � b, where A could represent a matrix of

operating cost of capacity x, and b is the available

operating budget. The limit on WIP is achieved by a

requirement modeled as G(x) � gu, where G(x) represents

the average WIP given capacity x, and gu is an upper

bound on the desired WIP. The distinction between

constraints and requirements is subtle: The former

involves only model inputs, whose values are known

prior to running the simulation, while the latter is a

requirement on one (or more) model outputs.

Each evaluation of F(x) and G(x) requires a discrete

simulation of the factory. By combining simulation

and optimization, a powerful design tool is produced.

The optimization procedure uses the outputs from the

system evaluator (i.e., the simulation), which measures

the merit of the inputs that have been communicated

to the model. On the basis of both current and past

evaluations, the optimization procedure decides upon

a new set of input values (see Figure 1).

The optimization procedure is designed to perform a

special ‘‘non-monotonic search,’’ in which the successively

generated inputs produce varying evaluations, not all of

them improving, but which over time provide a highly

efficient trajectory to the best solutions. The process

continues until an appropriate termination criterion,

which is usually based on the user’s preference for the

amount of time to be devoted to the search, is satisfied.

For a step-by-step description of a practical application

of simulation optimization, see [22].
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The advent of simulation optimization heralds a new

dimension for data mining, expanding the range of

problems that can be effectively addressed by this area.

We call this expanded realm dynamic data mining, and

discuss its key features and the opportunities facilitated

by its emergence.

Dynamic data mining
Classical data mining, as previously noted, presupposes

the existence of a collection of data in some repository,

such as a computer database, whose elements are often

referred to as points (i.e., vectors) in some sort of space.

(The space need not be numeric; for example, some vector

components may represent qualitative rather than

quantitative elements.) The data may be generated by

historical records or by various types of deterministic

or stochastic processes, which may in some cases be

viewed as a dynamic source for the data. However, once

generated, the data elements constitute a static collection

that is analyzed by taking its elements as fixed. In other

words, the data is not modified or updated, which is in

contrast to the dynamic case, in which we may update the

data by incorporating new features or factors as a result

of information gained during the optimization process.

To accommodate data that changes over time, successive

snapshots or samples are taken using updated forecasts

or other information, and the analysis proceeds in the

form of a moving data window design.

However, a more responsive and effective approach

involves conducting data mining for dynamic processes

by analyzing the processes in action, as they are

unfolding. This is the sense of the term dynamic data

mining as we intend it to be interpreted here. The gains of

being able to handle data mining considerations in this

dynamic fashion are considerable. For example, the

classical and customary approach of generating a fixed set

of data to analyze often misses the opportunity to handle

uncertainty and to respond to the range of problem

characteristics that can be captured through the use of

simulation. When we speak of data analysis, we note that

the outcome of any finite simulation can be represented as

a fixed set of data. However, by not interacting with and

analyzing the data as it is being generated, one foregoes

the opportunity to manipulate the generation of the data

stream in many traditional approaches. Moreover, the

methods designed for analyzing fixed data sets have a

significantly different character than those designed for

simulation optimization, with consequences illustrated by

the advances that simulation optimization has brought

about in many other problem areas.

Dynamic data mining based on simulation

optimization can be illustrated by a problem of

determining appropriate classifications of investments.

The investments need not be financial, but can be related

to a set of projects that a company is planning to

undertake, or a set of departmental budget allocations

that the company wants to make, such as allocations

involving research and development, marketing and

advertising, or sales. We do not merely want to divide the

investments into categories such as ‘‘good’’ and ‘‘bad,’’

but additionally to generate categories representing

investment quality by the use of multiple criteria that

include factors of risk and return in different combinations.

Moreover, suppose that we are interested in classifying

not just a single investment in isolation from others, but

in classifying collections of investments (i.e., investment

packages) that are not specified a priori but are to

be determined dynamically as part of the overall

classification process. Such a determination is highly

relevant in investment contexts, because factors such

as risk depend not only on a single investment but

on the composition of a complete package.

Finally, we address a complication not considered in

most classification efforts, by requiring the collections

of assembled investments to satisfy a budget constraint

so that the total investment cost of their members does

not exceed a given limit. This increases the scope of the

dynamic part of the classification process, since it is very

challenging to enumerate fixed collections of points that

meet the requirements of such a constraint, and we want

to handle such a task without the need to explicitly

itemize all of the points that qualify for consideration. In

the same vein, at an even more challenging level, we want

to be able to uncover the good collections of investments

without having to itemize those collections, which are

exponentially more numerous than the possibilities

consisting of single investments by themselves.

Dynamic data mining using simulation optimization

can accommodate all of these goals in an entirely

Figure 1

One cycle illustrating the coordination between the optimization 

engine and the simulation model. The optimization engine 

suggests new input variables for the simulation model, and the 

simulation model evaluates the merit of the input values.

Simulation

model

Optimization

engine

Evaluates the merit of the input values

Suggests new input values to evaluate
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natural way. Formulating the problem in the simulation

optimization setting is no different than formulating any

other problem in this setting. The OptQuest optimization

engine keeps a record of solutions (e.g., corresponding to

investment packages) generated throughout the search.

Such a record provides the source of the instances that

meet the classification standards.

Most traditional forms of classification provide a set of

rules, or functional specifications, as a way to classify

elements. In simulation optimization, it is instead the

simulation optimization process itself that provides the

means to produce the classification. A simulation

optimization process may be viewed as a set of rules,

but the rules are more complex than customary rules,

and they have an iterative character.

How does this approach facilitate the classification

of a new element, not in a current data set, once it is

encountered? If the element is already a collection of

investments to be treated as a single package, the package

must simply be subjected to the simulation process to

evaluate it and to see where it belongs in relation to items

previously classified. If the element, instead, is a group of

securities that enrich the investment pool, the simulation

optimization process is rerun using the modified pool,

with the ability to include constraints such as those

stipulating a minimum number of the new securities to be

members of candidate packages produced. This results in

generating new packages of investments that meet the

desired classification standards. This approach is

applicable beyond the financial setting as well. For

example, the role taken by new securities and investment

opportunities can be given to marketing initiatives not

previously considered, new technology, or an acquisition

target that has only recently been identified, such as a firm

that is targeted for potential merger, acquisition, or

strategic alliance.

The resulting set of good solutions (i.e., investment

packages) can then be ranked according to statistical

criteria or a mix of quantitative and qualitative attributes

that are weighted to produce an overall score.

An integrated approach to simulation
optimization

We propose a practical approach for the optimization of

simulation models, which is enhanced by a dynamic data

mining module that provides input to the simulation, and

state-of-the-art optimization technology in order to find

optimal configurations or operating policies for a

particular system. A high-level graphical description

of the proposed approach is shown in Figure 2.

As shown in the figure, we begin with a repository of

data concerning the domain of interest. This approach

adds two critical features to traditional applications of

computer simulation in industry: the data mining module

and the optimization engine.

Through the use of dynamic data mining tools, we

identify the relevant variables, attributes, and rules that

govern the computer simulation model. In addition, we

can dynamically classify scenarios and incorporate new

elements of the system, as described in the section on

data mining. The simulation model itself then provides

an evaluator of the performance of different scenarios we

wish to test, interacting with the optimization engine

as described in the section on optimizing computer

simulation models. In addition to guiding the search

for optimal scenarios for the simulation model, the

optimization engine also provides a critical component

of the data mining tools we use for clustering, feature

selection, and classification (indicated by the inner

dashed arrow in Figure 2).

To better illustrate the proposed approach and describe

each of the relevant modules, we focus on an agent-based

simulation approach to a market research application.

As a foundation, we first describe the agent-based

simulation methodology.

Agent-based simulation

Within the computer simulation arena, Monte Carlo

simulation, continuous flow simulation, and discrete

event simulation are well-known tools that are widely

used in industry. Recently, agent-based simulation has

been gaining notoriety in a variety of application areas,

including human resources management [23], market

research [24], supply chain and logistics management

[25], and materials science [26], to name only a few.

Also known as ‘‘Artificial Life,’’ owing to the work of

Langton [27], agent-based computer simulation makes

use of artificial ‘‘agents’’ that represent the entities or

participants in the system. An agent, for example, can be

Figure 2

High-level view of the integrated approach to simulation optimiza-

tion.
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a computer representation of an organism, a person, or

an organization that interacts with the environment and

with the other entities in the system. As explained in [28],

even very complex phenomena can be modeled by a

system of relatively simple, autonomous agents that

follow simple rules of interaction. Each agent’s activities

are programmed as a set of rules, and agents can be

identical or can belong to different types, or ‘‘breeds.’’

These rules can also be designed to give agents behavior-

learning and decision-making capabilities. This provides

great flexibility in terms of the desired level of detail.

In the case of a market research application, for

example, one type of artificial agent can represent typical

consumers in a particular market segment, another can

represent a consumer in a different market segment, and

yet another type of agent can be programmed to represent

firms that operate in the market and compete for a share

of those consumers.

In some cases the definition of the artificial agent or

agents is obvious, especially if the participants or entities

can all be considered identical. However, in the vast

majority of applications, the participants are not

homogeneous. For instance, purchasing behavior may

vary greatly among potential customers as a function of

age, gender, income level, or geographic location, while

investment strategies among firms may differ greatly on

the basis of sales volume, brand equity, or financial

strength. We consider these complications in the example

presented in the following section.

An illustrative market research example
Consider a start-up firm that is seeking venture capital

financing. The company founders need to prepare

a detailed business plan that will impress potential

investors. Particularly important is the strategy of

the firm to gain a share of a market that is currently

dominated by a few well-known competitors. Aside from

market share, the investors are interested in the forecasted

profitability of the company, as well as its expected

market liquidity and the specific uses to which their

investment will be applied. The founders have collected

a large amount of data about the market, including

demographic, economic, and purchasing behavior data

related to consumers, as well as financial data with

respect to their competitors and the quality, functionality,

and consumer perception of the competition’s products.

The founders have decided to develop a decision

support system that relies on agent-based computer

simulation (see Figure 3 for a graphical representation).

First, they seek to develop a consumer model, with

artificial agents representing consumers in different

market segments. Next, they wish to develop a company

model that will interact with the consumer model. The

company model uses additional agents programmed

to represent the other firms in the market, as well as

their own firm.

In order to identify the different market segments and

the behavioral rules that govern the artificial consumers

(agents) within each segment, a clustering methodology is

applied to the original data, mentioned previously. Then,

once the segments have been identified, a feature selection

method identifies the attributes that are relevant in

modeling the consumers’ purchasing behavior. In other

words, the founders want to use the smallest possible set

of rules to model the consumer agents, and they are aware

that some of the data collected on real-life consumers

may not be important in terms of modeling the

computerized agents’ purchasing decisions.

Finally, the goal is to obtain from the computer model

an optimal solution in terms of the allocation of funds to

the various business functions within the firm—such as

marketing, research and development, and supply chain

management—that will produce the maximum market

share while meeting prespecified levels of profitability,

liquidity, sales volume, and other important factors. This

solution can then be translated into real-world actions

and policy decisions that the founders can implement. In

order to achieve this, an optimization engine interacts

with the agent-based computer simulation to guide the

search for optimal fund allocation scenarios.

DDM module

In agent-based simulation applications, the process by

which the different types of agents are identified—and

Figure 3

The optimization approach in the context of an agent-based 

simulation example for market research. Performance is measured 

by such factors as market share, sales, and profits, and the 

simulated performance data is transmitted from the agent-based 

simulation to the optimization engine.
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their corresponding behavioral rules defined—is often not

thoroughly examined. In other words, agents are merely

considered to be inputs into the simulation model, and

there is little attempt to assess their validity. To correct

this oversight, we incorporate a dynamic data mining

(DDM) module at the forefront of our approach. The

DDM function is represented by the mining tools

block and the meta-agent block in Figure 3.

The DDM module first makes use of various data

mining techniques, aided by the optimization engine, to

identify different classes or types of agents. In the case of

the market research application, the DDMmodule is used

to identify agents that represent the types of consumers in

different market segments, and a set of parameters that

represent the agents’ rules of behavior and interaction.

To begin with, we use a Markov blanket methodology

for feature selection. Once the relevant features have been

identified, we apply a clustering algorithm that consists

of a metaheuristic solution method to unconstrained

quadratic optimization. The procedure clusters

consumers into different market segments according to

the attributes chosen during the feature selection stage.

These clusters represent the different market segments for

the agent-based consumer model.

Once the market segments are defined, we again use

a Markov blanket-based procedure in order to define

behavioral rules for the consumer. The structure of the

Markov blanket permits us, for example, to calculate the

probability of a purchase given the state of the attributes of

the consumer. It also helps identify threshold values for

certain attributes that will result in a change of purchase

behavior. For example, if the annual income of a certain

consumer increases, the probability of a purchase by that

consumer also increases, with a corresponding decrease

associated with a decrease in the consumer’s income.

A ‘‘master agent,’’ or ‘‘meta-agent,’’ is also created

(Figure 3) as part of the computer simulation model. This

meta-agent interacts with the agent-based simulation

model by obtaining information about the progress of the

model in terms of the search for an optimal solution. At

this point, the enhanced dynamic nature of data mining is

applied. As the meta-agent obtains information about the

different scenarios evaluated by the agent-based model, it

updates the data. When the repository is updated in real

time, the data can be analyzed by traditional data mining

techniques to modify the rules that govern the behavior of

consumer agents, in order to speed up the search for a

better solution. The specific activities of the meta-agent

are described in greater detail later in the example.

Agent-based simulation module

The simulation module of the application consists of an

agent-based simulation model with two types of agents,

consumers and companies, which are modeled as follows.

Consumer model

A group of consumers belonging to a particular segment

of the market is modeled as an agent. As mentioned

above, market segmentation is the result of the

application of the data mining tools. Each type of agent is

modeled according to four basic ‘‘rules’’ of purchasing

behavior, closely following the approach suggested

by Piana in [24]. We note that while other consumer

behavior models exist that may be more sophisticated

than Piana’s, as in [29], it is not our intention to endorse

one particular model over another, but merely to

illustrate how our approach might aid the search for

better solutions given one particular model. Wherever

Piana’s approach considers deterministic parameter

values, we introduce a certain degree of uncertainty about

the parameters. Our four basic rules of purchasing

behavior are the following:

1. Purchase decision rule: We define a ‘‘reservation

price,’’ Ri, for each type of agent i. (Piana calls this

reservation price the ‘‘maximum acceptable price.’’)

The reservation price is the maximum price at which

the consumer in a particular market segment will

still consider buying a certain product or service.

Whereas in Piana’s approach the decision to buy is a

variable with a value of 1 below the reserve price and

a value of 0 above it, we introduce a stochastic

variable y for which the probability decreases as the

actual price C approaches the reservation price.

Therefore, if we have an agent that represents

consumers in market segment 1, we can denote p1 as

the purchasing decision for agent 1, and we can then

express the probability that the agent will purchase

the product as

y ¼ Pðp
1
¼ 1Þ ¼ aðC� R

1
Þ;

where a is a normalizing constant. Thus, we model

the behavior of an agent as a binomial probability

distribution with parameter y.

2. Brand selection rule: This rule relates to product

differentiation. We define a value proposition score

(VPS) that is a weighted average of various product

(or service) attributes that consumers consider

important in terms of value. Price is always included

as one of the attributes. Depending on the market

segment, some attributes are weighted more heavily

and others less. For instance, for a high-tech product,

a segment of ‘‘early adopters’’ might value quality

and function more heavily than price, while a more

conservative segment might weigh price and quality

more heavily than function. We add a subscript k to

our p variables defined in rule 1 in order to track the
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sales volume for each brand. Thus, pik is a binary

variable denoting whether agent i will purchase a

product of brand k. As in rule 1, we use a probability

of purchase related to the degree to which the

attributes of the brand k product satisfy the agent in

segment i.

3. Divisibility of goods rule: This rule relates to the

nature of market demand. We assume that goods and

services can be purchased only in discrete quantities.

We then define a reservation price for each successive

unit of the good, or commodity, so that the first unit

purchased will have a certain reservation price, the

second unit another, and so on. The reservation price

may be the same for all units, or it may be different.

Of course, the reservation price for the second unit is

not available to the consumer unless a first purchase

is made. In this way, special offers with discounts

based on volume may be attractive for consumers

whose second-unit reservation price is lower than the

first-unit price, as long as the product can be stored

for the appropriate length of time.

4. Periodicity of demand rule: This rule has to do with

various consumer attributes that affect how often an

agent is expected to buy a commodity. Brand loyalty,

shopping patterns, and the nature of the commodity

itself all affect this factor (see [24] for a more detailed

discussion). However, we again make this rule more

flexible by fitting a probability distribution to each

type of consumer on the basis of the customer

segment’s purchase frequency average and standard

deviation.

The aggregation of the agents’ individual behavior

according to these four basic rules can be translated

directly into the performance of the various firms in

the simulation model, as described in the following

subsection.

Company model

We first model each participating firm in the market

according to its product offering. We include the

following product attributes: price, including discounts

and special offers; quality; time; functionality; service;

customer relationship management; and brand.

We also include an instance of our firm whose

attributes will be the input variables used by the

optimization engine in its search for an optimal allocation

of capital. In other words, we assume that funds from

investors will be allocated to activities that directly affect

one or more of the product attributes mentioned above.

For example, an investment in advertising potentially

creates brand loyalty, while an investment in research

and development may increase product functionality,

and an investment in manufacturing and supply chain

management may allow the firm to set a better (i.e.,

lower) price for the product. Given these characteristics

of the product, the consumer agents operate according to

their specific rules during the simulation by creating a

certain demand for the product over a specified time

horizon. By tracking the behavior of individual consumer

agents, we are able to calculate aggregate performance

measures for the firm. Thus, the consumer’s purchase

decision rule translates into a decision on whether or not

to buy the product, and an expected market penetration

at the aggregate level of the firm. For example, by

aggregating the results of the individual agents, by

summing the individual purchases of product a and

product b, we can calculate the market penetration

achieved by the firm that sells product a and the firm

that sells product b, respectively.

Similarly, the brand selection rule at the consumer level

translates into a measure of market share at the level of the

firm. Finally, the combination of the divisibility of goods

and the periodicity of demand rules at the individual

consumer level translates into a measure of overall market

demand for the product over the planning horizon.

Optimization module

The optimization engine interacts with the agent-based

simulation module in the manner described in the section

on optimizing computer simulation models. We define xi
as the portion of capital investment allocated to attribute

i. As a reminder, these attributes usually relate to a

product—for example, a cost, quality, or after-sales

support level of a product. We also impose a lower

and upper bound on each allocation, which results in

constraints of the form

l
i
� x

i
� u

i
;

for each attribute i ¼ 1, � � �, n. In addition, we add an

overall budget constraint so that all funds allocated do

not exceed the available capital investment amount b,

as follows:

Xn

i¼1

x
i
� b:

The objective of the optimization is to maximize the

performance of the firm according to some prespecified

performance measures. Examples of performance

measures are market share, profit, sales revenue, net cash

flow, and ratio of debt to equity. The objective can be

expressed as a single performance measure, as a weighted

combination of more than one measure, or as both.

For example, let us assume for now that the investors

are interested primarily in maximizing profit; however,

they also want to capture a certain percentage of market

share, and they seek to minimize the total amount of
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borrowed funds. For this case, we can formulate the

optimization problem as follows:

Denote E[P] as the expected value (mean) of P, and

E[M] as the expected value (mean) of M, where P is profit

andM is market share. Also, denote d as the total amount

of borrowed funds.

Objective:

Maximize E[P] � d

subject to the following constraints:

E½M�. m ðmarket shareÞ;

Xn

i¼1

x
i
� bþ d ðavailable budgetÞ;

l
i
� x

i
� u

i
for i ¼ 1; � � � ; n ðbounds on x

i
Þ;

d � 0 ðlower bound on dÞ:

The objective in this example is to maximize expected

profits while minimizing the amount of borrowed funds.

This is a complex objective function because it implies a

tradeoff between the first term (E [P]) and the second term

(d ), and thus we use a negative sign in front of d. We

desire to maximize E [P] and minimize d. Note that

it is not necessary to include a constraint that imposes

an upper bound on d, because net profit P is indirectly

proportional to d owing to the interest expense generated

by debt. Note, however, that we can compose a more

complex objective that is a weighted sum of various

performance measures of interest, as in a balanced

scorecard (BSC). For simplicity, we continue the

discussion by focusing on the objective function

discussed in the mathematical formulation above.

In order to evaluate E [P] and E [M ] for a given

allocation xi of funds, we need to conduct many

simulation trials. Then, the evaluation is transmitted to

the optimization engine which, based on its search

algorithm, in turn suggests another ‘‘solution’’ (i.e.,

allocation of funds) which is sent back to the simulation

module for evaluation. The following is a sequence of

steps to evaluate the merit of a solution:

1. Determine the allocation of investment amounts

in each attribute xi and re-express this amount as

a budget allocation in each division or activity,

such as ordering, production, sales, research and

development, logistics, services, market research,

and advertising.

2. Determine sales as a function of market demand,

taking into consideration volume discounts and

other special promotions planned for the product.

3. Determine product costs (cost of goods sold) in terms

of such considerations as logistics, materials, and

sales commissions.

4. Determine projected cash flow entries, such as

interest expense, depreciation and amortization, and

overhead expenses.

5. Given the allocation of funds from step 1, conduct

enough trials of the simulation for a planning

horizon of t periods to obtain a probability

distribution of market penetration, demand, and

expected sales.

6. From step 5, obtain the expected value of various

performance measures, such as net profit, market

share, net cash flow, debt, and return on invested

capital.

7. Construct the corresponding financial statements for

each period in the planning horizon, using the

expected values or using other measures such as

percentiles or confidence intervals as desired.

8. Construct a balanced score card (BSC) with the

above measures to gauge overall company

performance.

As mentioned above, this same process can be

performed for various combinations of objectives in order

to find a set of solutions that seem attractive. Then, on the

basis of an overall BSC score, the solutions can be ranked

and selected.

During the process described above, we take advantage

of the information generated as more and more solutions

are evaluated. Our dynamic meta-agent collects

information about the characteristics shared by ‘‘good’’

solutions (i.e., solutions with a high objective value).

Using these characteristics, the meta-agent updates the

data repository. After a certain number of iterations,

the DDM module is activated again, and the rules of

behavior that govern the agents are changed. Also, in

order to speed up the search, the meta-agent ‘‘filters out’’

solutions that have a high likelihood of being ‘‘bad,’’ so

that the filtered solutions are not subjected to evaluation

by the simulation model. This is achieved by applying

enhanced mixed-integer programming (MIP)

classification methods to the different solutions

generated, so that the set of separating hyperplanes that

results from solving the MIP can be incorporated as

additional constraints to the model during future

iterations.

Conclusions and future research
In many computer simulation applications in industry,

very little attention is given to the relationship among the

input variables and their effect on the performance of the

system that is being modeled. Limited effort is devoted
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to assessing which inputs have the biggest effect on

performance. The search for an optimal configuration

of the system involves extensive trial and error, which

is expensive and time-consuming. As an alternative, we

propose a practical approach that includes a dynamic

data mining module to identify the relevant inputs

and discover the nature of their relationships to the

performance of the system. The dynamic data mining

model also makes use of information learned during the

optimization process to separate good-quality solutions

from bad, so that only promising solutions need to be

evaluated during future iterations. Underlying and

supporting this module is an optimization engine that

makes use of state-of-the-art algorithms to aid in the data

mining and to ultimately guide the search for optimal

configurations for the simulation model.

A wide range of applications can benefit from

the proposed approach, including business process

management, portfolio management, project life-cycle

management, health care, prevention and control of

epidemics, bioterrorism detection and control,

vaccination benefits assessment, clinical trial simulations,

and numerous applications in the social sciences, physical

sciences, and materials sciences.

Through a detailed market research example, we have

shown how our approach can be used to find the best

scenario with respect to a user’s desired performance

measures. A detailed illustration of how this is achieved is

provided by a market research example utilizing agent-

based simulation at both the consumer level and the

company level. We envision that simulation optimization

will find a growing and increasingly fertile field of

application in data mining by means of this approach,

drawing on the ability of our dynamic data mining

approach to simulation optimization that is used to

represent and respond to complex relationships in ways

that cannot be achieved by alternative approaches.

**Trademark, service mark, or registered trademark of OptTek
Systems, Inc. in the United States, other countries, or both.
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