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A meta-analysis of 128 studies examined the effects of extrinsic rewards on intrinsic motivation. As predicted, engagement-contingent, completion-contingent, and performance-contingent rewards significantly undermined free-choice intrinsic motivation \((d = -0.40, -0.36, \text{and} -0.28, \text{respectively})\), as did all rewards, all tangible rewards, and all expected rewards. Engagement-contingent and completion-contingent rewards also significantly undermined self-reported interest \((d = -0.15, \text{and} -0.17, \text{respectively})\), as did all tangible rewards and all expected rewards. Positive feedback enhanced both free-choice behavior \((d = 0.33)\) and self-reported interest \((d = 0.31)\). Tangible rewards tended to be more detrimental for children than college students, and verbal rewards tended to be less enhancing for children than college students. The authors review 4 previous meta-analyses of this literature and detail how this study's methods, analyses, and results differed from the previous ones.

By 1971, hundreds of studies within the operant tradition (Skinner, 1953) had established that extrinsic rewards can control behavior. When administered closely subsequent to a behavior, rewards were reliably found to increase the likelihood that the behavior would be emitted again, an effect that persisted as long as the reward contingency was operative. When rewards were terminated, the likelihood that the behavior would be emitted eventually returned to the prereward baseline. This general finding led to the widespread advocacy of rewards as a motivational strategy, and behavior-change programs based heavily on the use of rewards were introduced into a variety of applied settings.

In 1971, Deci (1971) argued that some activities provide their own inherent reward, so motivation for these activities is not dependent on external rewards. In line with White (1959), Deci referred to such activities as intrinsically motivated and raised the question of how extrinsic rewards would affect people's intrinsic motivation for these activities. Research reported in that and subsequent papers (Deci, 1971, 1972a, 1972b) revealed that tangible rewards (viz., money) could undermine college students' intrinsic motivation for an interesting activity, and studies by Kruglanski, Friedman, and Zeevi (1971) and Lepper, Greene, and Nisbett (1973) replicated the general finding, showing that other material and symbolic rewards could also undermine the intrinsic motivation of high school and preschool students.

Since those early studies, there has been continuing debate about the reliability and robustness of the findings and about what the findings mean in terms of the practical use of rewards as a motivational or behavior-change strategy. In this article, we review, evaluate, and interpret studies of the effects of rewards on intrinsic motivation.

Subsequent to the initial studies showing the undermining of intrinsic motivation by extrinsic rewards, a variety of additional studies were conducted that explored the effects of various types of rewards and other external events on intrinsic motivation. Several dozen studies focused on the effects of tangible rewards, many others explored the effects of positive feedback or verbal rewards, and still others moved beyond rewards to explore the effects of external events such as threats (Deci & Cascio, 1972), deadlines (Amabile, DeJong, & Lepper, 1976), competition (Deci, Betley, Kahle, Abrams, & Forac, 1981), and choice (Zuckerman, Porac, Lathin, Smith, & Deci, 1978). Additional studies also explored the effects of interpersonal contexts such as classroom climates (Deci, Schwartz, Sheinman, & Ryan, 1981), as well as the combined effects of events such as rewards and the interpersonal contexts within which they are administered (Ryan, Mims, & Koestner, 1983).

Although the ever-expanding field of research that began with exploration of the effects of extrinsic rewards on intrinsic motivation has moved in these numerous directions, the original finding of the undermining of intrinsic motivation by tangible extrinsic rewards has continued to be the focus of considerable controversy.
Articles spanning a period of 25 years have presented behaviorist perspectives maintaining that the "obscure" concept of intrinsic motivation inhibits "scientific progress" and that there is "no acceptable evidence" of an undermining effect (see, e.g., Carton, 1996; Flora, 1990; Scott, 1975). Nonetheless, many behavioral theorists (e.g., Bernstein, 1990), as well as motivational and cognitive theorists, have acknowledged that there is indeed a phenomenon of undermining to be reckoned with and have tried to specify the limiting conditions of the phenomenon and to provide theoretical accounts of the processes through which rewards can affect intrinsic motivation. Although the explanations are numerous, they tend to fall into three general categories: motivational theories, attributional theories, and behavioral or cognitive–behavioral theories. We consider these three types of theories in turn.

Motivational Approaches

In line with the work of deCharms (1968) and Heider (1958), Deci (1971) suggested that an understanding of the effects of rewards requires a consideration of the interpretation (or what we call functional significance) that the recipients are likely to give to the rewards. Specifically, the recipients' interpretations of the rewards in relation to their own feelings of self-determination (i.e., autonomy) and competence were theorized to be the most important considerations. On the basis of the hypotheses and data from the Deci (1971) study and several that followed, Deci and Ryan (1980, 1983) made a formal statement of cognitive evaluation theory (CET).

CET asserts that underlying intrinsic motivation are the psychological needs for autonomy and competence, so the effects of an event such as a reward depend on how it affects perceived self-determination and perceived competence. Events that allow need satisfaction tend to increase intrinsic motivation whereas those that thwart need satisfaction tend to decrease intrinsic motivation. CET proposes that rewards can be interpreted by recipients primarily as controllers of their behavior or, alternatively, as indicators of their competence. In the former case, rewards are predicted to thwart satisfaction of the need for autonomy, lead to a more external perceived locus of causality (deCharms, 1968), and undermine intrinsic motivation. In the latter case, however, where rewards are positively informational, they are predicted to provide satisfaction of the need for competence and thus to enhance intrinsic motivation.

In many cases, rewards have conflicting effects, being experienced to some extent as controlling (thus thwarting satisfaction of the need for autonomy) and to some extent as informational (thus providing satisfaction of the need for competence). In such cases, these two processes work against each other; so additional factors must be taken into account in predicting the likely effect of such rewards. In considering such factors, we begin with an analysis of tangible rewards.

Reward Contingencies

In making predictions about the effects of tangible rewards on intrinsic motivation for interesting activities, CET takes account of whether the rewards are expected while a person is doing a task and, if so, on what specific behaviors the rewards are made contingent. If rewards are not expected while the person is working on a task, they are not predicted to affect intrinsic motivation for the task because the person is not likely to experience the task behavior as being controlled by the rewards.

For rewards that are expected while a person is working on a task, however, Ryan et al. (1983) introduced the following typology of reward contingencies: task-noncontingent rewards, which are given for something other than engaging in the target activity, such as simply participating in the study; task-contingent rewards, which are given for doing or completing the target activity; and performance-contingent rewards, which are given specifically for performing the activity well, matching some standard of excellence, or surpassing some specified criterion (e.g., doing better than 80% of the other participants). A further distinction can be usefully made between task-contingent rewards that are explicitly dependent upon completing the target task (herein referred to as completion-contingent rewards) and those that are dependent upon engaging in the activity but do not require completing it (herein referred to as engagement-contingent rewards). We have traditionally considered the completion-contingent and engagement-contingent rewards to constitute the single category of task-contingent rewards because the effects of these two reward contingencies have seemed to be remarkably similar; however, we separate them for this meta-analysis to evaluate quantitatively whether the effects of these two reward contingencies are in fact the same.

CET uses these reward contingencies as a factor in its analysis of the extent to which rewards tend to be interpreted as controllers of behavior versus affirmations of competence, and thus the extent to which they undermine versus enhance intrinsic motivation for interesting activities. First, consider task-noncontingent rewards. These rewards do not require doing the task, completing the task, or doing the task well, so there is no reason to expect these rewards to be experienced as either informational or controlling with respect to the task. Accordingly, intrinsic motivation for the task is predicted not to be affected by these rewards.

With engagement-contingent rewards, people have to work on the task to get the reward, so the reward is likely to be experienced as controlling the task behavior. Because the reward carries little or no competence affirmation, it is unlikely to increase perceived competence, so there is nothing to counteract the negative effects of the control. Thus, engagement-contingent rewards are predicted to undermine intrinsic motivation. With completion-contingent rewards, people have to complete the task to get the rewards, so the rewards are likely to be experienced as even more controlling. However, with completion-contingent rewards, receipt of the rewards implies some level of competence if the task required skill and the individual had a normative sense of what constitutes good performance on the task. To the extent that the rewards do represent competence affirmation, that implicit positive feedback could offset some of the control. Nonetheless, on average across different types of tasks, the competence-affirming aspect of completion-contingent rewards is not expected to be strong relative to the controlling aspect, so completion-contingent rewards are expected to undermine intrinsic motivation at a level roughly comparable to engagement-contingent rewards.

Finally, with performance-contingent rewards, where rewards are linked to people's performance, there is even stronger control—people have to meet some standard in order to maximize rewards—so there is a strong tendency for these rewards to un-
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dermine intrinsic motivation. However, performance-contingent rewards can also convey substantial positive competence information in cases where the person does well enough to get a level of reward that signifies excellent performance. In those cases, there is a significant tendency for performance-contingent rewards to affirm competence and, accordingly, to offset some of the negative effects of control.

Because of the competing tendencies of the controlling and competence-affirmation aspects of performance-contingent rewards, CET suggests that various other factors that affect the salience of these two aspects of the rewards need to be taken into account in making predictions about the rewards' effects on intrinsic motivation. Such factors include whether or not the level of reward implies excellent performance and whether or not the interpersonal climate within which the performance-contingent rewards are administered is demanding and controlling. We consider the issue of interpersonal context here and return later in the article to the issue of whether the rewards convey excellence.

Interpersonal Contexts

In general, we use the term interpersonal context to refer to the social ambience of settings such as homes, classrooms, or work groups as they influence people's experience of autonomy, competence, or relatedness (Deci & Ryan, 1991; Ryan, 1995). With respect to the interpersonal context within which rewards are administered, the most important issue is the extent to which the ambience is controlling versus noncontrolling, in other words, the extent to which people within the context feel pressured to think, feel, or behave in particular ways. To a large extent, the controlling versus noncontrolling quality of an interpersonal context is determined by the style of administration used by the person administering the reward—for example, the teacher in a classroom or the manager in a work group (see, e.g., Deci, Connell, & Ryan, 1989; Deci, Nezlek, & Sheinman, 1981). When studied in laboratory experiments, the interpersonal climate is usually instantiated as the interpersonal style used by the experimenter to administer rewards, feedback, or other external events (see, e.g., Ryan, 1982; Ryan et al., 1983).

CET predicts that when the interpersonal style of administering performance-contingent rewards is relatively pressuring, the rewards tend to be experienced as more controlling, thereby leading to more diminishment of intrinsic motivation, whereas when the interpersonal style is relatively noncontrolling, the rewards tend to be experienced as more informational, thereby leading to less diminishment or possible enhancement of intrinsic motivation. For example, Ryan et al. (1983) compared two performance-contingent rewards groups, one in which the rewards were administered in a relatively controlling manner and the other in which they were administered in a relatively noncontrolling manner. As predicted, the controlling administration led to undermining of intrinsic motivation relative to the noncontrolling administration.

Symbolic Cue Value

Harackiewicz and colleagues (Harackiewicz, 1979; Harackiewicz, Manderlink, & Sansone, 1984) introduced the concept of cue value, offering it as an additional element that could influence the effects of performance-contingent rewards on intrinsic motivation. Cue value sensitizes individuals to the competence information in a situation and thus highlights the competence affirmation contained within performance-contingent rewards that are given for having done well. In essence, cue value is said to emphasize the informational aspect of performance-contingent rewards and to offset their controlling aspect. Accordingly, performance-contingent rewards were predicted and found to enhance intrinsic motivation relative to a condition in which participants were told that they would be evaluated and were subsequently given positive feedback but did not get a reward, because the reward (which is said to have the cue value) was not present to offset the control contained within the evaluation (Harackiewicz et al., 1984). However, performance-contingent rewards did not enhance intrinsic motivation relative to a no-reward control group in which participants received the positive feedback but had not been told they would be evaluated. In fact, in a study by Harackiewicz (1979), performance-contingent rewards that were not accompanied by norms led to significant undermining of intrinsic motivation relative to a control group that got the same positive feedback without rewards. Harackiewicz et al. (1984) interpreted this as indicating that normative information about people's performance needs to be available for performance-contingent rewards to have high cue value.

Verbal Rewards

The term verbal rewards is not typically used in the current intrinsic motivation literature; instead, the term positive feedback is more commonly seen. We use the term verbal rewards here to make it easier to encompass the positive feedback studies within the general category of reward effects and thus to compare their effects with those of tangible rewards. In this regard, the original Deci (1971) article also included a study in which positive feedback was found to enhance intrinsic motivation.

According to CET, the informational aspect of verbal rewards is generally expected to be salient, and thus verbal rewards are generally predicted to enhance intrinsic motivation. However, verbal rewards can also have a significant controlling component—that is, people sometimes engage in behaviors to gain acknowledgment or approval—so verbal rewards also have the potential to undermine intrinsic motivation. CET suggests that, just as with tangible rewards, the interpersonal context within which positive feedback is administered influences how it is interpreted and thus what effect it has. Two studies have tested the prediction that controlling positive feedback leads to less intrinsic motivation than does informational positive feedback; both found strong support for the prediction. In one (Ryan, 1982), an example of controlling feedback was a statement containing the word should—namely, "Excellent, you should keep up the good work"—that was intended to be experienced as pressure to continue performing well. This was contrasted with feedback that simply provided the participants with their scores and with information indicating that they had done considerably above average. In the other study (Pittman, Davey, Alatif, Wetherill, & Kramer, 1980), an example of controlling feedback was "I haven't been able to use most of the data I have gotten so far, but you are doing really well, and if you keep it up I'll be able to use yours;" and an example of informational feedback was "Compared to most of my subjects, you are doing really well." The idea in the controlling feedback was that the
experimenter's needing the participant to do well would be experienced as pressure by the participant. In both studies, the controlling feedback led to less intrinsic motivation than did the informational feedback.

Attributional Approaches

Several investigators (e.g., Higgins & Trope, 1990; Kruglanski, 1975; Lepper, 1981) have provided attributional theories to interpret findings from the studies of rewards and intrinsic motivation. The best known of these (Lepper et al., 1973) built on Bem's (1972) self-perception theory to suggest an overjustification effect. People are said to make postbehavioral attributions about the causes of their own behavior based on a consideration of the behavior and the conditions within which it occurred. When people are rewarded for doing an interesting activity, they are likely to attribute their behavior to the reward and thus discount their interest in the activity as the cause of their behavior, leading to postbehavior intrinsic motivation that is lower than it would be if they had not gotten the reward.

Lepper, Sagotsky, Dafoe, and Greene (1982) expanded the attributional analysis because research indicated that young children do not operate with the discounting principle in making attributions but do show evidence of intrinsic motivation being undermined by rewards. These authors suggested that young children develop concrete social schemas about people's use of extrinsic incentives and sanctions to coerce behavior and that they gradually develop reflective generalizations such as the discounting principle from concrete social schemas. Lepper et al. provided an example of how, over time, children might develop the generalization "When people give me rewards so that I will do a task, the task is probably boring" from a set of more concrete experiences such as "When dad tells me I have to do something before I can go out to play, it is probably something I don't want to do."

Lepper (1981) proposed that the more salient the instrumentality between an activity and reward, the more likely the reward is to undermine intrinsic motivation, but when the reward conveys positive competence information, the information tends to offset some of the effect of the instrumentality so that the reward has a less detrimental effect on intrinsic motivation.

There is considerable similarity in the primary predictions of CET and the overjustification formulation, even though the theoretical processes are said to be different. First, both predict that salient rewards made contingent on doing a behavior undermine intrinsic motivation for that behavior. However, the overjustification approach focuses on the instrumentality per se, whereas CET focuses on the experience of feeling controlled, suggesting that not only the instrumentality but also other factors such as the interpersonal context can affect people's experience of control and thus their intrinsic motivation in situations where they are rewarded. Second, both approaches predict that when rewards convey positive competence information, they are less likely to undermine intrinsic motivation, although CET provides a more differentiated account of when and how the competence component is likely to operate.

Behavioral Approaches

Some behaviorists such as Scott (1975) have asserted that the concept of intrinsic motivation is obscure and therefore not useful and that there is no evidence supporting the undermining of intrinsic motivation. Others have claimed that the undermining effect (typically referred to as variability in response rates that might occur following reward termination) can be explained by standard operant principles (see, e.g., Carton, 1996; Flora, 1990). Still others (e.g., Bernstein, 1990; Dickinson, 1989; Eisenberger & Cameron, 1996) have not stuck strictly to operant principles but have attempted to explain the undermining effect "in terms comfortable to behavior analysts" (Bernstein, 1990, p. 331). In most of those discussions, however, although their authors have provided post hoc explanations for why responding following reward removal might have been below baseline, they have not attempted to apply behavioral principles in a comprehensive way to make differentiated predictions about the effects of different types of rewards and reward contingencies.

Dickinson (1989) offered three behavioral explanations for the undermining effect, including the following. Behaviors called intrinsic are, she said, culturally valued and reinforced by generalized praise. The fact that these behaviors are not linked to explicit reinforcers is part of the basis for approval. The presence of tangible rewards may therefore lead to less generalized praise, so when a tangible reward has been operative and is then removed, people are left with less generalized approval, which results in less free-choice behavior.

Bernstein (1990) expanded Skinner's (1945) analysis of how people learn to infer private events within a language community. Children use publicly available stimuli, and gradually, their verbal behavior describing private events is influenced by the same discriminative stimuli used by others. When their behavior is under external control (i.e., extrinsic rewards), self-descriptions of private events do not endorse the actions (hence, low intrinsic interest is reported).

Eisenberger and Cameron (1996) built on Seligman's (1975) learned helplessness theory to interpret intrinsic motivation results. They suggested that when people receive rewards that are not dependent on the quality of their performance (e.g., engagement-contingent and task-noncontingent rewards), they learn that they cannot control the receipt of rewards, so they become helpless. This helplessness, the authors suggested, has been misinterpreted by many researchers as decrements in intrinsic motivation. Furthermore, they suggested, when rewards are dependent on the quality of performance (i.e., performance-contingent, completion-contingent, and verbal rewards), the rewards facilitate learned industriousness, which means that effortful activity takes on secondary reward properties, an effect that many have interpreted as increased intrinsic motivation.

The Eisenberger and Cameron argument is the most differentiated of the behavioral accounts in that it explicitly predicts that engagement-contingent and task-noncontingent rewards undermine intrinsic motivation, whereas performance-contingent, completion-contingent, and verbal rewards for effortful activity leave unchanged or enhance intrinsic motivation.

Meta-Analytic Studies

The phenomenon of rewards undermining intrinsic motivation, as well as the CET and overjustification interpretations, has generated a great deal of interest, research, and debate. It is hardly surprising, therefore, that four meta-analyses have attempted to
evaluate the validity of various hypotheses within this field of research, particularly the hypothesis that expected tangible rewards, under most circumstances, undermine intrinsic motivation. Before reviewing those meta-analyses, we comment briefly on the meta-analytic procedure.

The use of meta-analyses to answer questions in areas with a large number of studies has substantial appeal because it provides a means of quantifying effect sizes and combining them across studies. This is particularly useful when researchers are attempting to isolate phenomena, as in inductive research, or when researchers are attempting to evaluate the effects of some fixed variable, such as the gender of participants. The method is less well suited to research areas that are driven by differentiated theories, and the research area of reward effects on intrinsic motivation is just such an area. Consider for a moment the evolution of the field. The first few studies, published in top-rated journals, showed that expected tangible rewards undermine intrinsic motivation. The politics of publishing in a theory-driven field demand that after a phenomenon has been replicated a few times, an additional study is unlikely to be published if it does not identify limiting conditions or extend theoretical understanding by specifying a moderator variable leading to an interaction. The meta-analytic method typically collapses across such interactions or unusual manipulations, particularly if there are only a few relevant studies. Thus, the method is inherently conservative in such theoretically guided research fields because important findings are obscured when they are collapsed.

That is precisely the case in this field. Numerous studies introduced moderators, finding decreased intrinsic motivation at some levels of the moderator variables and increased intrinsic motivation at other levels. For example, although the field has always been defined as an examination of the effects of rewards on intrinsic motivation for interesting activities, several studies introduced boring activities in the expectation of finding that the undermining effect did not hold for those activities (see, e.g., Daniel & Esser, 1980; Loveland & Olley, 1979; Mcloyd, 1979; Newman & Layton, 1984). Examples of other moderators found to yield interactions, with rewards leading to an undermining of intrinsic motivation at one level of the moderator but not at another, included whether the rewards were informationally or controllingly administered (see, e.g., Ryan et al., 1983), whether the rewards were endogenous or exogenous to the target activity (see, e.g., Kruglanski et al., 1975), whether success at the activity was said to depend on ability versus luck (see, e.g., Weiner, 1980), whether there were norms about payment (see, e.g., Staw, Calder, Hess, & Sanderlands, 1980) or norms about performance (see, e.g., Harackiewicz, 1979), whether the rewards were salient or nonsalient (see, e.g., Ross, 1975), and whether positive versus negative feedback accompanied the rewards (see, e.g., Rosenfield, Folger, & Adelman, 1980; Salancik, 1975). In cases with a sufficient number of studies of a moderator variable, a meta-analysis can consider that variable, but in cases with an insufficient number, the data are typically collapsed across that variable, resulting in the conclusion of no effect for rewards in those studies when in fact there were highly significant effects that had been theoretically predicted.

In the four previous meta-analyses, as we show below, little attention was given to the moderator variables identified above. In our meta-analyses, we considered these moderators if there were enough studies, but when there were not enough studies, we too collapsed across the important moderators and then discussed them in the text. Clearly, our collapsing across moderators means that the reported effects are weaker than the actual effects, particularly with respect to the undermining of intrinsic motivation by various types of tangible rewards, because it is the undermining effect that was explicitly intended to be delimited by studies of moderator variables. We turn now to a review of the previous meta-analyses.

Rummel and Feinberg

The first, conducted by Rummel and Feinberg (1988), tested the CET hypothesis that extrinsic rewards with a salient controlling aspect undermine intrinsic motivation. Rummel and Feinberg reviewed 45 studies published between 1971 and 1985 and reported 88 effect sizes. Inclusion was explicitly limited to studies involving rewards that seemed to be controlling, so the authors did not evaluate more general questions such as whether all rewards, all tangible rewards, or all expected rewards undermine intrinsic motivation or whether different reward-contingencies have differential effects on intrinsic motivation. Their meta-analysis included studies of verbal as well as tangible rewards and expected as well as unexpected rewards without doing moderator analyses; it also included studies of deadlines (e.g., Amabile et al., 1976) and imposed goals (Mossholder, 1980), neither of which involved rewards.

Of the 88 effect sizes reported, 83 showed the undermining effect, and only 5 showed enhancement. Rummel and Feinberg (1988) concluded that "This meta-analysis lends support to the adequacy of [CET]" (p. 160).

Thus, the first meta-analysis supported both CET and the validity of an undermining effect. However, it did not do moderator analyses to examine issues such as the effects of different reward contingencies, it did not include unpublished doctoral dissertations, and it did not do separate analyses for the two dependent measures commonly used in this type of research, namely, target behavior during a free-choice period (see, e.g., Deci, 1972b) and self-reports of interest/enjoyment (Kruglanski, Alon, & Lewis, 1972).

Wiersma

A subsequent meta-analysis by Wiersma (1992) included 20 studies published between 1971 and 1990 that used behavioral dependent measures. Of these, 11 used only the standard measure of free-time behavior, 4 used only task performance during the experimental phase, and 5 used both. In all, 28 effect sizes were reported. Although it has seldom been suggested that performance while the reward contingency is still in effect represents a measure of intrinsic motivation, Wiersma treated it as such and claimed to be evaluating whether extrinsic rewards undermine intrinsic motivation using these two measures.

Results from the 16 studies with a free-choice measure showed that rewards undermined intrinsic motivation, with an average effect size (Cohen's d) of −0.50. Results also showed that rewards enhanced performance, with an average effect size of 0.34, although that is not directly relevant to the issue being considered here, and other reviews have found results inconsistent with these (see, e.g., McGraw, 1978).
To summarize, although the results of Wiersma’s meta-analysis showed an undermining of intrinsic motivation by extrinsic rewards and thus complemented those of Rummel and Feinberg, there were a number of shortcomings. With only 16 published studies of intrinsic motivation included, the meta-analysis omitted many relevant studies (including unpublished dissertations); some studies did not have no-reward control groups, instead comparing task-contingent rewards with task-noncontingent rewards; and reward contingencies were not examined separately.

Tang and Hall

An additional meta-analysis was conducted by Tang and Hall (1995) to explore the overjustification effect. Tang and Hall reviewed 50 published studies involving 256 effect sizes that used six different dependent measures, including free-choice behavior and self-reported interest/enjoyment, as well as quantity of performance, quality of performance, ratings by others, and time waited to initiate the target activity during the free-choice period. Further, Tang and Hall evaluated specific hypotheses, including the hypotheses that expected task-contingent rewards would undermine intrinsic motivation and that positive feedback would enhance it, but they did not do comprehensive analyses including aggregate categories.

Their results showed that task-contingent rewards decreased intrinsic motivation (d = −0.51), that performance-contingent rewards also undermined intrinsic motivation, (d = −0.35), but that unexpected rewards did not affect intrinsic motivation (d = 0.12). Results concerning verbal rewards and feedback were less clear, although there was indication that positive feedback did enhance intrinsic motivation (d = 0.34). Finally, analyses of reward effects on uninteresting tasks suggested that there may be a positive effect on intrinsic motivation for uninteresting activities.

The Tang and Hall meta-analysis was more extensive and more sophisticated than the first two, and its results provided strong support for the proposition that expected tangible rewards undermine intrinsic motivation. However, it did not include unpublished dissertations, and the meaning of its results is somewhat obscured by the use of six different dependent measures, at least three of which were not pure measures of intrinsic motivation because they were taken during the reward phase rather than after rewards were terminated. These measures included the quality of performance during the reward phase (Brockner & Vasta, 1981), the quantity of performance during the reward phase (Eisenstein, 1985), and ratings of how much participants enjoyed the activity during the reward phase (Morgan, 1981). These measures reflected a mix of extrinsic and intrinsic motivation for the rewards group but only intrinsic motivation for the no-reward group, making them inappropriate for comparing the intrinsic motivation of the two groups.

Summary

Three previous meta-analyses that focused on somewhat different issues all concluded that there is substantial support for the general hypothesis that expected tangible rewards made contingent upon doing, completing, or excelling at an interesting activity undermine intrinsic motivation for that activity. Although each of these meta-analyses had methodological shortcomings, the consistency in their results is noteworthy.

Eisenberger, Cameron, and Pierce

Cameron and Pierce (1994) reported a hierarchical meta-analysis of reward effects that analyzed separately for free-choice behavior and self-reported attitudes. Later, this meta-analysis was slightly redone, using the same studies and the same effect sizes but different groupings of studies, and was published by Eisenberger and Cameron (1996) in American Psychologist with very little methodological detail provided. In referring to their meta-analyses in this article, we sometimes refer to one of the articles and sometimes to the other because, although essentially the same meta-analysis, the different articles reported different pieces of the methods and results.

Cameron and Pierce (1994) differentiated rewards as verbal versus tangible, tangible rewards as unexpected versus expected, and expected rewards as contingent on task completion or performance quality versus not contingent on completion or quality. Finally, the three contingency categories specified in the Ryan et al. (1983) typology (viz., task-noncontingent, task-contingent, and performance-contingent) were examined separately.

Cameron and Pierce (1994) reported no overall reward effect on free-choice behavior but significant enhancement on self-reported attitudes (d = 0.14), significant enhancement by verbal rewards on both measures (d = 0.38 and 0.39, respectively), significant undermining by tangible rewards on free-choice behavior (d = −0.21) but not on attitudes, no effect for unexpected tangible rewards on either measure, significant undermining by expected tangible rewards on free-choice behavior (d = −0.25) but not on attitudes, no effect for contingent rewards (requiring task completion or high quality performance) on either measure, significant undermining by noncontingent rewards on free-choice behavior (d = −0.26) but not on attitudes, no effect for task-noncontingent rewards on either measure, significant undermining by task-contingent rewards on free-choice behavior (d = −0.23) but not on attitudes, and no effect for performance-contingent rewards on free-choice behavior but enhancement on attitudes (d = 0.19). On the basis of these results, Cameron and Pierce concluded that there was no reason not to use reward systems, particularly as a motivational strategy in educational settings, and called for “abandoning cognitive evaluation theory” (p. 396).

Eisenberger and Cameron (1996) used reward-contingency categories that were different from Cameron and Pierce’s (1994). They were quality-dependent rewards, which are given for meeting a performance standard; completion-dependent rewards, which are given for completing a task; and performance-independent rewards, which do not require completing the task or doing it well. In this new set of categories, the term quality-dependent rewards was simply a renaming of performance-contingent rewards. The completion-dependent rewards category resulted from Cameron and Pierce’s having divided their task-contingent category into two subcategories—task-contingent rewards that are contingent according to a behavioral definition and task-contingent rewards that are noncontingent according to a behavioral definition. Completion-dependent rewards in the Eisenberger and Cameron typology were the ones referred to as task-contingent rewards that are contingent according to a behavioral definition in the Cameron and Pierce analysis. (They are comparable to what we call completion-contingent rewards in this article.) Eisenberger and Cameron did not make clear what exactly went into their perfor-
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performance-independent category, which appears to have been simply a renaming of what Cameron and Pierce referred to as non-contingent rewards according to a behavioral definition, which were those that resulted from combining task-contingent rewards that are noncontingent according to a behavioral definition and task-noncontingent rewards. (In this article, we refer to those two groups as engagement-contingent and task-noncontingent, respectively.) However, Cameron and Pierce reported using 34 studies (with outliers removed) in their noncontingent category, whereas Eisenberger and Cameron reported using only 31 studies (with outliers removed) in their performance-independent category. It is thus possible that Eisenberger and Cameron simply excluded all task-noncontingent studies from their meta-analysis (there were only four task-noncontingent studies in the Cameron and Pierce list after they removed outliers). If Eisenberger and Cameron excluded all task-noncontingent studies, then their performance-independent category would be equivalent to our engagement-contingent category.

Eisenberger and Cameron (1996) reported that, after removing outliers, there was no overall reward effect on free-choice behavior but significant enhancement on attitudes (d = 0.14), significant enhancement for verbal rewards on both measures (d = 0.38 and 0.39, respectively), significant undermining for tangible rewards on free-choice behavior (d = −0.21) but not on attitudes, no effect for unexpected tangible rewards on either measure, significant undermining by expected tangible rewards on behavior (d = −0.25) but not attitudes, no effect for quality-dependent rewards on behavior but significant enhancement on attitudes (d = 0.19), no effect for completion-dependent rewards on either measure, and significant undermining for performance-independent rewards on behavior (d = −0.29) but not attitudes. On the basis of these results, the authors claimed that the undermining effect was largely a myth.

Subsequent to the publication of Cameron and Pierce’s (1994) meta-analysis, several articles (e.g., Kohn, 1996; Lepper, Keavney, & Drake, 1996; Ryan & Deci, 1996) criticized it for methodological inadequacies. The most important of these included (a) collapsing across cells where there were significant interactions for theoretically meaningful variables—for example, initial task interest, positive versus negative feedback, and informational versus controlling administration of rewards—without doing moderator analyses for any of those variables, (b) using inappropriate control groups in several comparisons, and (c) omitting nearly 20% of the studies as outliers rather than attempting to isolate the cause of the variability in effect sizes.

Clearly, although the results of the four meta-analyses were obtained by different methods and therefore cannot be compared directly, the Eisenberger and Cameron/Cameron and Pierce analysis (henceforth Eisenberger, Cameron, and Pierce, unless reference to one of the original studies is being made) arrived at conclusions quite discrepant from those of the other three. It is therefore worth considering carefully the procedures employed by this group.

First, Eisenberger, Cameron, and Pierce included conditions from some studies using tasks the experimenters had selected specifically because they were dull and boring, and they collapsed the effects of rewards on interesting tasks and dull/boring tasks (see, e.g., Calder & Staw, 1975; Daniel & Esser, 1980; Hammer & Foster, 1975; McLoyd, 1979). As discussed earlier, this is problematic because the field of inquiry has always been defined in terms of intrinsic motivation for interesting tasks, and the undermining phenomenon has always been specified as applying only to interesting tasks insofar as with boring tasks there is little or no intrinsic motivation to undermine. In the original research, the boring tasks were included primarily to examine limiting conditions to the undermining effect, so if one were to include the dull tasks, the principles of meta-analysis require that one analyze for moderating effects rather than simply collapsing across them (see, e.g., Johnson & Eagly, in press). Because early studies of this issue showed a crossover interaction (see, e.g., Calder & Staw, 1975; McLoyd, 1979), the type of task should have been analyzed as a moderator variable early in the hierarchical analysis in order not to obscure this important moderation at each level of analysis. As noted above, Eisenberger, Cameron, and Pierce also collapsed across several other moderator variables, thus obscuring significant effects and theoretically interesting issues.

Second, in the Eisenberger, Cameron, and Pierce meta-analyses, there were several instances in which inappropriate control groups were used. For example, Eisenberger, Cameron, and Pierce included a study by Boal and Cummings (1981) in which all groups of participants received monetary rewards, so there was not a no-reward control group. As another example, in a study by

1 In the Boal and Cummings (1981) study, individuals were hired through a temporary employment agency to work for 4 days, 4 hr per day, at $3.00 per hour, at an obviously boring activity of calculating and transcribing data from a property rental record onto a coding form. At the beginning of the third day, some participants got an unexpected 5.25 raise ostensibly because their performance had been so good during the first 2 days. A second group got a cost-of-living raise, and a third group got no raise. In what they considered the critical comparison, the investigators compared the group that got the raise for having done well with the group that got no raise. They reported that this raise for good performance did not undermine intrinsic motivation. Apart from the fact that the task was in all likelihood experienced as uninteresting, the more important issues are, first, that there was not a group getting no monetary rewards to serve as a proper control group, and second, even if the raise group were considered a rewards group and the no-raise group a no-reward control group, the reward would have to be classified as an unexpected tangible reward relative to the first 2 days, which is the time that the reward group’s performance was said to have led to their getting the raise. To examine the effect of expected rewards signifying good performance, participants must work on a task trying to do well enough to get a reward, but in the Boal and Cummings study, participants never tried to get the raise, so the study did not address the effect of pursuing rewards that imply good performance. As already noted, during the first 2 days, the subsequently rewarded group’s members had no idea that they would get a raise if they did well (so, with respect to the first 2 days, the reward was unexpected), and furthermore, during the second 2 days, they were being paid on a hourly basis ($3.25 per hour) and did not have to do well to keep getting their raised hourly rate. Thus, with respect to the second 2 days, the “rewards” were task-noncontingent. In fact, CET predicts, and the current meta-analysis confirms, that both unexpected tangible rewards and task-noncontingent tangible rewards do not affect intrinsic motivation, which is exactly what the results of the Boal and Cummings study show if one considers the comparison between the raise group and the no-raise group an appropriate test of the effects of rewards. Oddly, Cameron and Pierce (1994) classified the raise as a task-contingent reward that was contingent using the behavioral definition, which is essentially equivalent to what we call a completion-contingent reward, although there is no sense in which the raise could be construed as completion contingent.
Swann and Pittman (1977, Exp. 2) where one group of children got tangible rewards plus positive feedback but there was not a no-reward control group that got positive feedback. Eisenberger, Cameron, and Pierce included the reward plus feedback condition in their analysis, comparing it with the inappropriate no-reward, no-feedback control group. Additional studies for which they used inappropriate comparisons are pointed out in Appendix A, where we compare how we treated each study in our meta-analyses with how it was treated by Eisenberger, Cameron, and Pierce.

A third problem is that the Eisenberger, Cameron, and Pierce meta-analyses misclassified several studies. A study by Brennan and Glover (1980), for example, was listed by Cameron and Pierce (1994) as task-noncontingent, yet the method section made clear that the rewards were engagement-contingent—participants were given the rewards if they "work[ed] with the Soma puzzle for at least 8 minutes" (Brennan & Glover, 1980, p. 29). Differences in the way we versus Eisenberger, Cameron, and Pierce classified studies also appear in Appendix A.

A fourth problem is that Eisenberger, Cameron, and Pierce did not include in their list of studies some experiments that were published during the period covered by their meta-analyses and met their inclusion criteria, nor did they include unpublished doctoral dissertations. Also, as specified in Appendix A, some of the experiments included in their list of studies were not used in some of the analyses where they were appropriate.

Overall Summary of Previous Meta-Analyses

Variability among the methods and approaches of the four meta-analytic studies makes it difficult to compare and contrast the findings, although there appears to be consistency among the results of the Rummel and Feinberg (1988); Wiersma (1992), and Tang and Hall (1995) analyses, with only the Eisenberger and Cameron (1996) and Cameron and Pierce (1994) meta-analyses reporting different conclusions. In general, the most consistent finding was that task-contingent tangible rewards (i.e., those given for either engaging in or completing a task) were detrimental to intrinsic motivation. Two of the meta-analyses also found that verbal rewards enhanced intrinsic motivation, and there was the suggestion that undermining by tangible rewards was considerably stronger for free-choice behavior than for self-reports.

Differences in the results of the previous meta-analyses, significant methodological problems that were identified in each, failure of each to include unpublished doctoral dissertations, considerable controversy regarding appropriate conclusions from each, and the importance of this issue for real-world applications all argue that a more definitive meta-analysis evaluating the effects of extrinsic rewards on intrinsic motivation is warranted.

Method

We used a hierarchical approach to conduct two primary meta-analyses, one for well-controlled experiments that used free-choice persistence as the dependent measure of intrinsic motivation and the other for well-controlled experiments that used self-reported interest. In each case, we began by examining the effects of all rewards on intrinsic motivation for interesting tasks and then differentiated reward conditions as follows. If a set of effects was heterogeneous, we divided the category using concepts that have been identified theoretically or empirically as possible moderators of reward effects. Only after we had exhausted the potential moderators did we exclude any effects as outliers to produce homogeneity. Fewer than 4% of the effects were outliers, and we report analyses both with and without those outliers.

In carrying out this hierarchical procedure, we were guided primarily by the theoretical and empirical issues that have emerged as important considerations in the literature of this field. Thus, we began by examining verbal rewards (i.e., positive feedback) versus tangible rewards. Tangible-reward studies were examined in terms of unexpected versus expected rewards, and studies of expected tangible rewards were separated according to whether the rewards were task-noncontingent, engagement-contingent, completion-contingent, or performance-contingent. In addition, for each of the differentiated categories based on reward type and contingency type (viz., verbal, unexpected, task-noncontingent, engagement-contingent, completion-contingent, and performance-contingent), we included moderator analyses for age effects, comparing studies with children versus college students. Because this moderator variable showed significant effects in some differentiated categories, we also analyzed for whether it was a moderator variable at the aggregate levels of all verbal rewards and all tangible rewards. Finally, in the free-choice behavior analysis of the performance-contingent rewards category, to achieve homogeneity, we analyzed for differences among four groups defined by whether the control group got feedback or no feedback and by the valence of the feedback implicit in or accompanying the rewards.

For purposes of comparison with other meta-analyses, we also calculated composite effect sizes for task-contingent rewards. Finally, we did four supplemental analyses that seemed important. The first compared the effects of both verbal rewards and tangible rewards in published studies versus unpublished doctoral dissertations. The second, done to examine whether reward effects are only transitory, compared studies in which free-choice behavior was assessed immediately after the reward was terminated, versus within a week, versus more than a week later. The third compared reward effects for interesting versus dull tasks when both were included in the same experiment, and we then repeated the primary meta-analyses with the dull-task conditions included to ascertain whether the significant effects remained. The fourth supplemental analysis tested the CET prediction of how informational versus controlling administration of rewards moderated their effects on intrinsic motivation.

Identifying Relevant Studies

We began by searching the PsycINFO and ERIC databases and recent editions of the Current Contents database for studies published between 1971 and August 1997. Varying combinations of the following search terms were entered: intrinsic motivation, rewards, reinforcement, free time, and free choice. Whenever possible, each of these search terms was entered as both keyword and subject heading to maximize the number of articles retrieved. We then reviewed the lists of studies used in each previous meta-analysis, adding studies that we had not previously identified, and reviewed the reference list of each article, thereby finding a small number of additional articles that had not been identified in the previous steps.

In searching the PsycINFO database, we looked for unpublished doctoral dissertations as well as for published studies. We identified 41 dissertations. Abstracts were reviewed to determine whether the dissertations included an experimental manipulation of rewards and an assessment of intrinsic motivation. Twenty-five dissertations appeared to satisfy these requirements and were ordered from Dissertation Abstracts International, although 1 of them ultimately had to be obtained from a university in Canada. Of the 25, 1 was not available, the results from 1 had appeared in a later published article, and 4 others failed to meet inclusion criteria. Thus, 19 dissertations were used, and 1 of these (Liberty, 1986) included two experiments, making a total of 20 dissertation studies that explored the effects of rewards. Of these, 18 used a free-choice measure, and 15 used a self-report measure. We applied the following inclusion requirements to all
identified studies from both published articles and unpublished dissertations.

**Inclusion Criteria**

The studies examined in this meta-analysis were all experiments with at least one experimental and one control group, and all were done either in the laboratory or under well-controlled, laboratory-like conditions. A very small number of field studies that had been identified were excluded because of being noncomparable with the laboratory experiments.

**Initial Task Interest**

Because the field of research being evaluated concerns reward effects on people's intrinsic motivation for interesting activities, we included in the primary meta-analyses only studies, or conditions within studies, in which the interest value of the target tasks was at least neutral. We used two criteria. First, if there was a measure of task interest reported for the control group (or for a pretreatment assessment of the rewards group) and the average on that measure was below the midpoint of the scale for the target task, it was considered an uninteresting task and not included in the meta-analysis. Two studies were excluded on this basis (Freedman & Phillips, 1985; Phillips & Freedman, 1985). Alternatively, if the experimenter specifically defined the task as uninteresting, as was the case with Overskied and Svartdal (1998), it was excluded. Further, in several studies, initial task interest was experimentally manipulated, with one task selected by the experimenter as interesting and one as uninteresting. We excluded the uninteresting tasks from the primary meta-analyses. Thirteen studies from 10 published articles and 3 unpublished dissertations manipulated task interest, including an interesting task and a boring task (Calder & Staw, 1975; Chung, 1995; Daniel & Esser, 1980; Eisenstein, 1985; Griffith, 1984; Hamner & Foster, 1975; Hitt, Marriot, & Esser, 1992; Loveland & Olley, 1979; Mcloyd, 1979; Mynatt et al., 1978; Newman & Layton, 1984; Smith, 1980; Wilson, 1978). In a supplemental meta-analysis of these 13 studies, we examined the hypothesis of an interaction for initial task interest, with tangible rewards undermining intrinsic motivation for interest tasks but not for uninteresting tasks.

If a study included only one condition that was considered an interesting task and did not have an average interest rating below the midpoint of an interest scale, it was included. If a study included two or more target tasks but these were not explicitly defined as interesting versus uninteresting, we included both, collapsing across the task conditions. For example, Arkes (1979) used easy and difficult tasks, and we included both in the analyses of interesting tasks; Tripathi and Agarwal (1988) used a heuristic and an algorithmic task, and we included both.

From the time of the first study that included interesting and dull tasks (Calder & Staw, 1975) as a way to examine limiting conditions to the undermining effect, there was indication that rewards affected the two kinds of task differently. Thus, including both types of task in a meta-analysis of a field that has been defined as the effects of extrinsic rewards on intrinsic motivation for interesting tasks would create problems such as obscuring the important findings of the field. Even though one could separate the effects of rewards on interesting versus uninteresting tasks in a moderator analysis, important results would still be obscured if separation of effects by that moderator variable was not done as the first step in the analysis. Furthermore, CET was explicitly formulated to explain the effects of external events such as rewards on intrinsic motivation for interesting tasks. If an activity stimulates little or no initial intrinsic motivation, one would not expect to find external events undermining intrinsic motivation, and the principles of CET would not apply. Instead, with boring tasks, the critical theoretical issue is how to facilitate internalization of the regulation of such tasks if they are deemed important within the social environment (see, e.g., Deci, Eghrari, Patrick, & Leone, 1994; Ryan & Connell, 1989).

From our perspective, the theoretical principles relevant to motivation for dull–boring tasks are different from those relevant to motivation for interesting tasks.

**Dependent Measures**

The primary meta-analyses included only studies in which the assessment of intrinsic motivation was done subsequent to the experimental period when the reward contingency was no longer in effect (in a few cases where there was also a pretreatment baseline, we calculated effect sizes based on change scores if sufficient information was available to do so). Thus, we excluded measures of performance or attitudes taken while the reward contingency was still in effect because those measures reflected a mix of intrinsic and extrinsic motivation. As noted earlier, Tang and Hall (1995) had included such measures in their analysis.

The primary measure of intrinsic motivation, introduced by Deci (1971), is the degree to which participants return to and persist at the target activity during a free-choice period subsequent to the experimental phase. The assessment of free-choice persistence in more than 90% of the studies concerned the time spent on the target activity during the free-choice period. In all but 3 of those studies, the data were presented as the average number of seconds, but in the remaining 3, free-choice play was presented as the proportion of participants who spent any time with the target activity (Pallak, Costomaris, Sroke, & Pittman, 1982; Swann & Pittman, 1977, Exp. 1 and 2). Finally, in 6 published studies and 3 dissertation studies (Harackiewicz et al., 1984, Exp. 2 and 3; Lee, 1982; Liberty, 1986, Exp. 1 and 2; Pittman, Cooper, & Smith, 1977; T. W. Smith & Pittman, 1978; Weiner, 1980; Weiner & Mander, 1978), the amount of time was not directly assessed, but instead, free-choice persistence was assessed as the number of trials or successes with the target activity during the free-choice period. If a study reported both amount of time and performance during the free-choice period, we used only amount of time. One study that assessed both the amount of free-choice time and the number of trials during the free-choice period reported a correlation between the two of $r = .94$ (Harackiewicz et al., 1984, Exp. 1). In the Cameron and Pierce (1994) meta-analysis, 5 of the 6 published studies that used only the performance measure (viz., Harackiewicz et al., 1984, Exp. 2 and 3; T. W. Smith & Pittman, 1978; Weiner, 1980; Weiner & Mander, 1978) were included in a separate meta-analysis of free-choice performance; Cameron and Pierce reported that the effects of rewards on free-choice time were virtually identical to the effects of rewards on free-choice performance. Thus, to be
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2 Within the industrial-organizational psychology literature, there have been a few experiments published that explored the effects of rewards on intrinsic motivation for uninteresting tasks in a worklike setting. Some of them manipulated initial task interest by adding some element to the task to make it more interesting. Doing that got the interest level of the "interesting" task above the midpoint for some studies (e.g., Hamner & Foster, 1975), and in those cases, we included the interesting task conditions in our primary meta-analysis and used both the interesting and uninteresting conditions in the supplemental meta-analysis that explored the moderation of reward effects by initial task interest (see Supplemental Analyses, subsection Interesting versus Boring Tasks, below). In the Phillips and Freedman (1985) study, the task was proofreading, and initial interest was varied by having participants read material from a law review in the boring condition and from short stories in the interesting condition. The mean for task interest (on a Likert 1–7 scale) was 2.55 for the boring task and 2.87 for the interesting task, indicating that the so-called interesting task was indeed nearly as boring as the task labeled boring and well below the midpoint of the scale. The Freedman and Phillips (1985) study reported very similar means for the interest value of the two proofreading tasks, on the same scale. Thus, these 2 studies do not meet our inclusion criterion of having tasks with interest levels of at least the midpoint on an interest scale.
inclusive, we used the 9 studies that reported only free-choice performance in our examination of reward effects on free-choice intrinsic motivation. All 9 of these studies examined tangible rewards, and none examined verbal rewards, so to be sure that the use of these studies did not affect our results, we analyzed for whether tangible rewards had a different effect on free-choice time and free-choice performance. We found that they did not, $Q_k (1) = 2.62, ns$.

The second measure of intrinsic motivation was self-reported interest in the target activity, which was assessed either with a single item or with multiple items that were sometimes factor-analytically derived. In some cases, questions assessing interest and enjoyment were mixed together as a single factor, so we used the total of those items; in other cases, only enjoyment or liking of the task was assessed, so we used that. Several studies included assessments of other affective states such as satisfaction, but we did not include them unless they were part of a composite and interest was not reported separately. In one case (Harackiewicz, 1979), the only dependent variable reported was a composite of three self-report variables and one behavioral variable, so we included that composite in the self-report analyses but not the free-choice analyses; in another (S. Anderson & Rodin, 1989), the only dependent variable reported was a composite of the self-report and behavioral variables, and we again included that composite only in the self-report analyses. In part, we did so because Eisenberger, Cameron, and Pierce had used the composite measure from both of those studies in only their self-report analysis, so our also doing that seemed reasonable for the purpose of comparing the results of our meta-analysis with theirs. Further, Harackiewicz (personal communication, January 6, 1999) reported that, although the data are no longer available for analysis, the results had been comparable on each of the dependent measures, so the results on the composite measure were a good indicator of the results for self-reported interest.

**No-Reward Control Groups**

We included only studies that had appropriate no-reward control groups. Thus, we excluded a few studies that Wiersma (1992) had included that compared task-contingent rewards to task-noncontingent rewards (see, e.g., Farr, 1976), and we excluded one study that Eisenberger, Cameron, and Pierce had included that compared one monetary-reward group that got a small unexpected raise with another monetary-reward group that did not get the raise (Boal & Cummings, 1981). For more detail on the Boal and Cummings study, see Footnote 1.

**Total Number of Studies Included**

Using these criteria, the primary meta-analyses included 128 studies taken from 94 published articles and 19 dissertations. One hundred and one studies included a free-choice behavior measure of intrinsic motivation, and 84 included a self-report measure of interest/enjoyment. One additional study (Ryan, 1982) was also used in the supplemental meta-analysis of informational versus controlling reward administrations.

**Coding Studies**

Each rewards condition was first coded for whether the rewards were tangible or verbal. Symbolic rewards such as “good-player certificates” were considered tangible even though positive feedback was typically implicit in them. Tangible rewards were then coded for whether they were expected or unexpected. In most cases of unexpected tangible rewards, the variable was experimentally manipulated to contrast unexpected with expected tangible rewards (see, e.g., Lepper et al., 1973). The great majority of tangible-reward studies involved expected rewards, which were further coded as task-noncontingent, engagement-contingent, completion-contingent, or performance-contingent, in accord with what they were contingent upon.

Task-noncontingent rewards are those given without specifically requiring the person to engage in the target activity. For example, Ross, Karniol, and Rothstein (1976) had a task-noncontingent reward condition in which participants were told “that if they waited for the experimenter to return, they would receive the candies as a reward” (p. 444). In that case, the reward was contingent on waiting, but it was not contingent on task engagement, so it was considered task-noncontingent. As another example, Deci (1972a) gave rewarded participants $2 for being in the study, which was also considered task-noncontingent because the rewards were given for being in the study, not for doing the task. Of course, one can never tell whether participants assume that task-noncontingent rewards require doing the task, but these rewards should be less likely to be experienced by participants as the reason they are doing the task than would be the case with the other three reward contingencies.

Engagement-contingent rewards are specifically contingent upon engaging in the target task but do not require completing the task, doing it well, or reaching some standard. The Ross et al. (1976) study also included an engagement-contingent reward condition in which the children were told they would receive candies “if they would draw some pictures” (p. 444). Drawing, of course, was the target activity in that study. Another example is the so-called task-contingent conditions in Harackiewicz (1979) in which college students worked on hidden-figure puzzles for a specified amount of time. They did not have to complete the puzzles to get the rewards; indeed, there was no way for them to tell if they had finished a puzzle.

Completion-contingent rewards are made explicitly dependent upon completing a task. For example, Deci (1971) offered participants $1 for each of four puzzles they completed within a specified time. The puzzles were relatively difficult, so completing the puzzles provided implicit positive feedback, although neither normative information nor explicit feedback was provided by the experimenter in either the tangible-rewards group or no-rewards group. Other studies required completing tasks that did not require as much skill, so the reward carried less implicit positive feedback. For example, Calder and Staw (1975) gave participants 15 puzzles to solve and told them that they would get a $1 reward “when you finish” (p. 601). Because those puzzles did not require much skill, successful completion of the 15 puzzles did not provide much competence affirmation. As a final example, Fabes (1987, Exps. 1 and 2) had preschool children build something of their own choosing with blocks, and they were told that they could have a reward “when they finished building with the blocks” (p. 8). The children had to complete the construction to receive the reward, but the completion provided little competence affirmation because in those conditions there was not a right way to do it and thus no standard against which the children could implicitly compare their performance.

Performance-contingent rewards are offered dependent upon the participants’ level of performance. This was the most complex category in terms of the different methods employed. One complexity was that, in some studies, performance-contingent rewards groups were compared with no-feedback control groups, whereas in other studies they were compared with control groups that got the same feedback that was implicit in the performance-contingent reward. For example, in a study by Boggiano and Ruble (1979), children in the performance-contingent reward group were told that they would get a reward if they obtained a score of at least 3, so getting the reward implied that they had done well, but nothing was said to the children in the control group about standards and no feedback was provided either explicitly or implicitly. In contrast, Ryan et al. (1983) did a
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3 The difference between our performance measure of trials during the free-choice period and the performance measures used in the Tang and Hall (1995) meta-analysis that we criticized is that Tang and Hall included performance measures taken during the reward phase, whereas those that we used were all taken during the free-choice period after the rewards had been terminated. As already noted, performance during the reward phase mixes extrinsic and intrinsic motivation for the rewarded participants.
In a second round of coding, all studies that had been coded as performance-contingent rewards were further coded into one of four categories based on the above considerations. The categories were (a) no-feedback control group, maximum reward; (b) no-feedback control group, less than maximum reward; (c) feedback control group with positive feedback conveyed to both groups; and (d) feedback control group with negative feedback conveyed to both groups.

Although it may seem that placement of studies (or conditions within studies) into contingency categories would be relatively straightforward, there were instances where it was not. The particular contingency being studied (e.g., performance-contingent) was explicitly named and examined in some studies, but many studies were done to examine issues other than contingency categories, and in some of those, there was not an exact specification of what participants were told they had to do to get the reward. Further, many studies were reported as studies of "task-contingent" rewards, but as already noted, that category included both engagement-contingent and completion-contingent rewards, and the study methods often did not specify exactly what participants were told about what the reward was for. Thus, judgment was often required. Consider for example the two studies in the Fabes (1987) article. In the methods for Experiment 1, the specific instructions given to the children were presented, and it was explicit that the children would get rewards for finishing the construction. Thus, the rewards were completion-contingent. In the methods of Experiment 2, the exact wording of what the children were told was not provided, but the article said that children "were offered a reward for their participation" and that this was the procedure used in Experiment 1" (p. 12). The phrase "for their participation" suggests that the rewards in Experiment 2 were engagement-contingent, but the statement that the method was the same as in Experiment 1, where the exact wording to the children was provided, indicates that the rewards were in fact completion-contingent. Thus, we coded Experiment 2 as completion-contingent also.

Because of the potential difficulty in coding studies into the contingency categories, coding was performed independently by the second author and a trained research assistant. Interrater reliability was assessed using Cohen's kappa (K) which reflects agreement between judges, corrected for chance (J. Cohen, 1960). All reliabilities were well above K = .70, which is the minimum acceptable reliability (Bakeman & Gottman, 1989): K = .95 for tangible versus verbal, K = .83 for expected versus unexpected, K = .82 for coding of the specific form of contingency (i.e., task-noncontingent, engagement, completion, performance), and K = 1.00 for classification of the performance-contingent reward studies (or conditions within studies) into the four categories. Disagreements were resolved through discussion.

**Effect Sizes**

In these meta-analyses, Cohen's $d$ was used as the measure of effect size. It reflects the difference between the means of two groups divided by the pooled within-group standard deviations, adjusted for sample size (Hedges & Olkin, 1985). Separate effect sizes were calculated for behavioral and self-report measures of intrinsic motivation and were entered into separate meta-analyses. The mean of the control group was subtracted from the mean of the rewards group, so a negative $d$ reflects an undermining effect in which the rewards group showed less intrinsic motivation than did the control group, whereas a positive $d$ reflects an enhancement effect in which the rewards group showed more intrinsic motivation than the control group.

Means, standard deviations, t tests, F tests, and sample sizes were used to calculate $d$ values, which by definition are corrected for sample size. When standard deviations were not reported, we estimated them from means and significance tests. For one study (Loveland & Olley, 1979), $d$ was calculated directly from a significance level. For any study where insufficient data were provided to calculate an effect size, we assigned an effect of $d = 0.00$ and included those imputed values in all analyses reported in this article. We assigned $d = 0.00$ for 8 out of 150 free-choice effects and 26 out of 121 self-report effects, and we noted these effects in the appropriate tables. All effect-size computations and summary analyses were done using DSTAT (Johnson 1993), a meta-analytic software program.

Composite effect-size estimates ($d+$) were the average of individual effects ($d$) weighted by the reciprocal of their variance, thus giving greater weight to more reliable effect-size estimates (Hedges & Olkin, 1985). In this article, we typically use the notation $d$ rather than $d+$ when referring to composite $d$ values, yet in all cases the composite $d$ values are corrected for reliability. Each calculation of $d+$ provides both a test of whether the value differs significantly from 0.00 and a 95% confidence interval (CI). Because the significance tests and CIs are largely redundant, we generally present only CIs. Only in cases where a CI has 0.00 at one end do we also...
present the significance level, because the 0.00 has been rounded to two
decimal places. The homogeneity of each set of effect sizes was tested by
the within-class goodness-of-fit statistic ($Q_w$), which has an approximate
chi-square distribution with $k - 1$ degrees of freedom, where $k$ equals the
number of effect sizes (Johnson, 1993). A significant $Q_w$ statistic indicates
systematic variation among effect sizes and suggests moderator variables
(Johnson & Eagly, in press).

Each effect size we report within a particular category includes all
relevant conditions. For example, a study by Orlick and Mosher (1978)
included three reward groups (verbal, unexpected, and perfor-
ance-contingent) and a no-reward control group. The individual effect
size for each type of reward was entered in the relevant analysis (verbal,
unexpected, and performance-contingent). The performance-contingent re-
ward was also entered into the expected reward analysis. Further, an effect
size was calculated for the two tangible-rewards conditions (using the one
control group compared with the two relevant rewards groups) and entered
in the analysis of tangible rewards, and an effect size across all three
reward conditions was similarly calculated and entered in the global
analysis of all types of rewards.

The statistical differences among different categories of reward effects
were tested by computing the between-class goodness-of-fit statistic ($Q_b$),
which has an approximate chi-square distribution with $p - 1$ degrees of
freedom (where $p$ equals the number of classes). A significant $Q_b$ statistic
indicates that the magnitude of the effect differs between classes of the
moderator variable.

Results

We begin by examining the aggregate effect of all reward types
on intrinsic motivation. In this and all other analyses, the results
for the free-choice behavioral measure are presented first, followed
by the results for self-reported interest. We then proceed to dif-
ferrate categories of reward effects based on both theoretical
and empirical considerations in an attempt to isolate moderators
and to identify meaningful reward-effect categories that are
homogeneous.

The Primary Meta-Analyses

In presenting the two primary meta-analyses, the six tables of
effect sizes for particular studies are presented at the level of the
differentiated categories of reward and contingency types: verbal
rewards, unexpected tangible rewards, task-noncontingent re-
wards, engagement-contingent rewards, completion-contingent re-
wards, and performance-contingent rewards. In each case, the table
lists free-choice and self-report data in separate columns, and there
is a column with a code for whether the participants were children
coded 1) or college students (coded 2). Most of the children were
preschool or elementary students, but 6 studies used high school
students (Harackiewicz, 1978; Harackiewicz, Abrahams, & Wage-
man, 1987; Harackiewicz & Manderlink, 1984; Kruglanski et al.,
1971, 1975, Exps. 1 and 2). In each table, studies that are unpub-
lished dissertations have the indicator D after the name and date of
the study. Finally, in the table for performance-contingent rewards,
a code is used to denote the four categories, based on type of
control group and feedback. If a performance-contingent study had
conditions that fit in two of these different categories, the effect
size for each category is listed separately in that table.

All Rewards

Free-choice behavior. One hundred one studies of reward
effects included a free-choice behavioral measure, and their com-
posite effect size was $d = -0.24$ (CI = $-0.29$, $-0.19$), thus
indicating that with all studies considered, rewards did signifi-
cantly undermine intrinsic motivation for interesting activities. The
set of effect sizes was homogeneous, however, $Q_w (100) = 287.62,
p < .0001$.

Self-reported interest. Eighty-four studies used a self-report
measure, and their composite effect size was $d = 0.04$ (CI = $-0.02$, 0.09), indicating that with all relevant studies considered,
rewards did not significantly affect self-reported interest for inter-
esting activities. As with the free-choice measure, this set of effect
sizes was heterogeneous, $Q_w (83) = 205.17, p < .0001$.

Relation to previous meta-analyses. Only the Eisenberger,
Cameron, and Pierce meta-analyses reported the average effect
sizes for all types of verbal and tangible rewards considered
together. With 61 studies for free-choice, with outliers and $d$
values of zero included, their average effect size was a nonsignif-
cicant $d = -0.06$, and with 64 effect sizes for self-reports, their
corresponding effect size was a significant enhancement of
$d = 0.14$. Those meta-analyses, of course, had considerably fewer
studies than did ours, and their inclusion of studies without appro-
priate control groups and of experimental conditions with tasks
that were selected by the experimenter to be dull and boring also
accounts for some of the differences in results. Finally, various
errors in their methods, which are detailed in Appendix A, account
for further differences.

Verbal Rewards Versus Tangible Rewards

Given the heterogeneity in both the free-choice and self-report
meta-analyses for all reward effects, we tested whether verbal
versus tangible rewards were a significant moderator, as both
theoretical and empirical considerations suggest that these reward
categories should have different effects. For the free-choice mea-
ure, the effects of verbal rewards and tangible rewards were
significantly different, $Q_w (1) = 90.19, p < .0001$; for the self-
report measure, the effects of verbal rewards and tangible rewards
were also significantly different, $Q_w (1) = 43.87, p < .0001$. Thus,
we consider the effects of verbal rewards first and then the effects
of tangible rewards.

Verbal Rewards

Free-choice behavior. Twenty-one studies, listed in Table 1,
explored the effects of verbal rewards (i.e., positive feedback) on
free-choice behavior. The composite $d = 0.33$ (CI = 0.18, 0.43)
indicates that positive feedback did enhance intrinsic motivation.
However, the set of 21 effects was homogeneous, $Q_w (20) = 32.71, p < .05$, so we tested for a difference between the effects
of verbal rewards on the free-choice behavior of children
versus college students. There was a significant difference between
the two age groups, $Q_w (1) = 5.14, p < .02$. The 7 studies of
verbal-reward effects for children yielded a nonsignificant com-
posite effect size of $d = 0.11$ (CI = $-0.11$, 0.34), and these effects
were homogeneous, $Q_w (3) = 6.77, ns$. The 14 college-student
effects were also homogeneous, $Q_w (13) = 20.79, ns$, with
$d = 0.43$ (CI = 0.27, 0.58). This is a particularly noteworthy
finding because it suggests that, although verbal rewards enhance
intrinsic motivation for college students, they do not do so for
children.
**Table 1**
Effects of Verbal Rewards on Free-Choice Behavior and Self-Reported Interest, Presented as Cohen's d, Corrected for Sample Size

<table>
<thead>
<tr>
<th>Study</th>
<th>Free-choice</th>
<th>Self-report</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Free-choice</td>
<td>Self-report</td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>n_a, n_b</td>
</tr>
<tr>
<td>R. Anderson et al. (1976)</td>
<td>0.65</td>
<td>18, 46</td>
</tr>
<tr>
<td>S. Anderson &amp; Rodin (1989)</td>
<td>0.10</td>
<td>10, 10</td>
</tr>
<tr>
<td>Blanck et al. (1984)</td>
<td>0.55</td>
<td>570</td>
</tr>
<tr>
<td>Exp. 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blanck et al. (1984)</td>
<td>0.70</td>
<td>12, 12</td>
</tr>
<tr>
<td>Butler (1987)</td>
<td>0.11</td>
<td>13, 13</td>
</tr>
<tr>
<td>D. S. Cohen (1974) D</td>
<td>0.01</td>
<td>20, 10</td>
</tr>
<tr>
<td>Crino &amp; White (1982)</td>
<td>0.01</td>
<td>20, 10</td>
</tr>
<tr>
<td>Danner &amp; Lonky (1981)</td>
<td>-0.08</td>
<td>30, 30</td>
</tr>
<tr>
<td>Deci (1971), Exp. 3</td>
<td>0.79</td>
<td>12, 12</td>
</tr>
<tr>
<td>Deci (1972b)</td>
<td>0.29</td>
<td>48, 48</td>
</tr>
<tr>
<td>Deci et al. (1975)</td>
<td>0.02</td>
<td>32, 32</td>
</tr>
<tr>
<td>Dollinger &amp; Thelen (1978)</td>
<td>-0.07</td>
<td>12, 12</td>
</tr>
<tr>
<td>Efron (1976) D</td>
<td>0.41</td>
<td>16, 16</td>
</tr>
<tr>
<td>L. W. Goldstein (1977) D</td>
<td>0.31</td>
<td>31, 31</td>
</tr>
<tr>
<td>Harackiewicz (1979)</td>
<td>0.40</td>
<td>35, 35</td>
</tr>
<tr>
<td>Koestner et al. (1987)</td>
<td>0.50</td>
<td>50, 50</td>
</tr>
<tr>
<td>Otlock &amp; Mosher (1978)</td>
<td>-0.34</td>
<td>11, 11</td>
</tr>
<tr>
<td>Pallak et al. (1982)</td>
<td>-0.10</td>
<td>30, 30</td>
</tr>
<tr>
<td>Pittman et al. (1980)</td>
<td>0.78</td>
<td>24, 24</td>
</tr>
<tr>
<td>Pretty &amp; Seligman (1984)</td>
<td>0.14</td>
<td>10, 10</td>
</tr>
<tr>
<td>Exp. 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ryan et al. (1983)</td>
<td>0.52</td>
<td>32, 32</td>
</tr>
<tr>
<td>Sansone (1986)</td>
<td>0.44</td>
<td>11, 11</td>
</tr>
<tr>
<td>Sansone (1989)</td>
<td>0.82</td>
<td>41, 41</td>
</tr>
<tr>
<td>Sansone et al. (1989)</td>
<td>0.40</td>
<td>40, 40</td>
</tr>
<tr>
<td>Shenah et al. (1981)</td>
<td>0.63</td>
<td>20, 20</td>
</tr>
<tr>
<td>W. E. Smith (1975) D</td>
<td>0.07</td>
<td>24, 24</td>
</tr>
<tr>
<td>Tripathi &amp; Agarwal (1985)</td>
<td>1.58</td>
<td>20, 20</td>
</tr>
<tr>
<td>Vallerand (1983)</td>
<td>0.40</td>
<td>10, 10</td>
</tr>
<tr>
<td>Vallerand &amp; Reid (1984)</td>
<td>0.28</td>
<td>28, 28</td>
</tr>
<tr>
<td>Zinser et al. (1982)</td>
<td>0.08</td>
<td>64, 32</td>
</tr>
</tbody>
</table>

Note. D after the name and date of a study indicates that it is an unpublished doctoral dissertation.

* The sample size for the experimental condition (n_a) is reported first, followed by the sample size for the control group (n_b).

* The sample size for the experimental condition (n_a) is reported first, followed by the sample size for the control group (n_b).

Self-reported interest. Twenty-four verbal-reward studies, also listed in Table 1, included a self-report measure. The composite d = 0.36 (CI = 0.25, 0.48) indicates that positive feedback did enhance interest. However, these effects were heterogeneous, Q_w (23) = 75.13, p < .0001. An analysis of age effects yielded a nonsignificant result, Q_w (1) = 0.18, ns. Thus, 3 outliers were excluded from the group of all verbal-rewards self-report studies to achieve homogeneity (Butler, 1987; Kast & Connor, 1988; Vallerand, 1983). The results for the 21 homogeneous effects, Q_w (20) = 22.34, ns, showed significant enhancement, d = 0.31 (CI = 0.19, 0.44).

Together, the meta-analyses of verbal rewards show that verbal rewards enhanced both free-choice behavior and self-reported interest, but further analyses indicate that the enhancement in free-choice intrinsic motivation by verbal rewards applied only to college students and not to children.

Relation to previous meta-analyses. Tang and Hall (1995), Eisenberger and Cameron (1996), and Cameron and Pierce (1994) investigated the effects of positive feedback (verbal rewards) and, like us, all found significant enhancement of intrinsic motivation with average effect sizes in the small to moderate range (J. Cohen, 1988). However, none of the previous meta-analyses analyzed for age effects, so this important new finding was previously obscured. In sum, although the various meta-analyses used different studies, the results are generally consistent for the overall effects of verbal rewards.

**Tangible Rewards**

**Free-choice behavior.** When all 92 tangible-rewards studies were considered together, the effect was highly significant, d = -0.34 (CI = -0.39, -0.28), showing undermining of the free-choice behavior by tangible rewards. However, this set of studies was heterogeneous, Q_w (91) = 225.70, p < .0001. Because both theoretical and empirical considerations suggest that expected and unexpected tangible rewards may have different effects, we tested for a difference between these two categories and found a significant difference on free-choice intrinsic motivation, Q_w (1) = 10.62, p < .001. Thus, we analyzed these two categories separately in subsequent analyses.

Self-reported interest. Seventy studies of tangible-rewards assessed self-reported interest. The composite effect size for tangible rewards showed significant undermining relative to no rewards, d = -0.07 (CI = -0.13, -0.01). This set of studies was also found to be heterogeneous, Q_w (69) = 127.43, p < .0001. An analysis of the difference between expected and unexpected rewards effects did not yield a significant difference for self-reports, Q_w (1) = 0.87, ns. However, for theoretical reasons and to maintain parallel analyses for free-choice and self-report data, we proceeded in the same way as for free-choice by analyzing the effects of unexpected and expected tangible rewards separately.

In sum, the analyses indicate that the effect of all tangible rewards was to significantly undermine intrinsic motivation, assessed with both measures.

Relation to previous meta-analyses. Cameron and Pierce (1994) calculated the effect size for all tangible rewards, and their results were also reported in Eisenberger and Cameron (1996). For 43 studies involving free-choice behavior, they concluded that there was significant undermining by all tangible rewards (d = -0.21), and for 33 studies with self-reports, they concluded that there was no effect for tangible rewards. Thus, their free-choice results, like ours, showed undermining for all tangible rewards, although they included fewer studies and their average effect size was considerably smaller than ours. For self-reports, we found significant undermining, but they reported no effect.

**Unexpected Tangible Rewards**

One of the earliest findings in the intrinsic motivation literature was that rewards introduced after task performance, such that participants did not expect them while working on the target activity, tended not to affect intrinsic motivation for the activity (Lepper et al., 1973). Studies that examined this effect are summarized in Table 2.
that task-noncontingent effects differed from engagement-contingent effects, $\chi^2 = 3.67, p < .05$.

**Self-reported interest.** Sixty-nine studies included a self-report measure and yielded a significant composite $d$ of $-0.07$ (CI $= -0.13, -0.01$). The set of effects was heterogeneous, $Q_w (68) = 121.60, p < .0001$. An analysis for differences among the four contingency types was significant, $Q_p (3) = 8.84, p < .05$, so these studies were further analyzed in terms of reward contingency. Further analyses indicated that task-noncontingent effects differed from engagement-contingent effects, $\chi^2 = 5.56, p < .05$, and that engagement-contingent effects differed from performance-contingent effects, $\chi^2 = 4.58, p < .05$.

In sum, the meta-analyses indicate that expected tangible rewards significantly undermine intrinsic motivation, assessed both behaviorally and through self-reports.

**Relation to previous meta-analyses.** The previous meta-analysis by Wiersma (1992) included only expected tangible rewards and reported an average $d$ of $-0.50$, which is a bit stronger than our result. Eisenberger and Cameron (1996) also included a summary analysis of expected tangible rewards and found a significant undermining of $d = -0.25$ with 42 studies of free-choice behavior. With 32 studies involving self-report, they reported no significant effect for expected tangible rewards.

### Task-Noncontingent Rewards

Nine studies fell into the task-noncontingent category and are listed in Table 3. A typical example of task-noncontingent rewards is the Deci (1972a) study where participants were paid $2 simply for participating in the experiment, independent of what they did while there. The idea was to simulate the typical work condition in which people are paid a salary without having their pay tied in any direct way to the specific tasks they perform.

**Free-choice behavior.** The 7 studies of task-noncontingent rewards with a free-choice measure yielded a nonsignificant composite $d = -0.14$ (CI $= -0.39, 0.11$). This set of effects was homogeneous, $Q_w (6) = 5.91, ns$.

**Self-reported interest.** Five of the studies also had self-report data, and the composite effect size for them was also nonsignificant, $d = 0.21$ (CI $= -0.08, 0.50$), and homogeneous, $Q_w (4) = 9.19, ns$.

**Relation to previous meta-analyses.** Two of the previous meta-analyses examined the effects of task-noncontingent rewards. With 31 effect sizes, Tang and Hall (1995) found a nonsignificant effect ($d = 0.12$) using their six different dependent measures. With four effect sizes, Cameron and Pierce (1994) found nonsignificant effects for the free-choice measure ($d = 0.10$) and the self-report measure ($d = -0.01$). Thus, the three meta-analyses support the conclusion that task-noncontingent rewards tend not to affect intrinsic motivation.

### Engagement-Contingent Rewards

This category includes rewards given for engaging in a task, independent of whether the task is completed or done well. A

---

**Table 2**

**Effects of Unexpected Tangible Rewards on Free-Choice Behavior and Self-Reported Interest, Presented as Cohen's $d$, Corrected for Sample Size**

<table>
<thead>
<tr>
<th>Study</th>
<th>Free-choice</th>
<th>$n_a$, $n_b$</th>
<th>Sample</th>
<th>Self-report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eisenstein (1985)</td>
<td>0.33</td>
<td>10, 10</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Greene &amp; Lepper (1974)</td>
<td>0.12</td>
<td>29, 15</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Harackiewicz et al. (1984), Exp. 2</td>
<td>0.43</td>
<td>15, 15</td>
<td>2</td>
<td>0.15</td>
</tr>
<tr>
<td>Kruglanski et al. (1972)</td>
<td>0.36</td>
<td>33, 31</td>
<td>1</td>
<td>-0.57</td>
</tr>
<tr>
<td>Lepper et al. (1973)</td>
<td>0.11</td>
<td>18, 15</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Orlick &amp; Mosher (1978)</td>
<td>-0.30</td>
<td>12, 12</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Pallak et al. (1982)</td>
<td>-0.36</td>
<td>15, 12</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Pretty &amp; Seligman (1984), Exp. 1</td>
<td>0.06</td>
<td>30, 30</td>
<td>2</td>
<td>0.40</td>
</tr>
<tr>
<td>Pretty &amp; Seligman (1984), Exp. 2</td>
<td>0.06</td>
<td>30, 30</td>
<td>2</td>
<td>0.38</td>
</tr>
<tr>
<td>W. E. Smith (1975) D</td>
<td>0.09</td>
<td>24, 24</td>
<td>2</td>
<td>0.000</td>
</tr>
</tbody>
</table>

**Note.** D after the name and date of a study indicates that it is an unpublished doctoral dissertation.

* The sample size for the experimental condition ($n_a$) is reported first, followed by the sample size for the control group ($n_b$). In this column, 1 signifies that participants were children, and 2 signifies that they were college students. In this case, $d = 0.00$ was assigned to the study because its author failed to report relevant cell means.

**Free-choice behavior.** Nine studies involved unexpected tangible rewards, and they yielded an average $d = 0.01$ (CI $= -0.20, 0.22$), indicating, as predicted, that unexpected tangible rewards do not affect free-choice behavior. These studies were homogeneous, $Q_w (8) = 11.54, ns$.

**Self-reported interest.** Five of the studies also included self-report measures, and they yielded a $d = 0.05$ (CI $= -0.19, 0.29$), thus also indicating no effect. This set of effects was also homogeneous, $Q_w (4) = 10.03, ns$.

**Relation to previous meta-analyses.** Both Tang and Hall (1995) and Eisenberger and Cameron (1996) analyzed the effects of unexpected tangible rewards, and they too found that unexpected rewards do not affect intrinsic motivation.

**Expected Tangible Rewards**

**Free-choice behavior.** The set of 92 expected-tangible-rewards studies yielded a composite $d = -0.36$ (CI $= -0.42, -0.30$), thus indicating that expected tangible rewards significantly undermined free-choice intrinsic motivation, with a moderate effect size. This set of expected-tangible-reward effects was, however, heterogeneous, $Q_w (91) = 224.85, p < .0001$. An analysis of differences among the four contingency categories (task-noncontingent, engagement-contingent, completion-contingent, and performance-contingent) did not yield a significant effect, $Q_p (3) = 5.97, p < .12$, but we nonetheless analyzed these four categories separately. Both theory and research suggest that the reason an expected tangible reward is given (i.e., upon what it is made contingent) may influence the reward's effect. Task-noncontingent rewards—that is, rewards not requiring task behavior—should be less likely to affect intrinsic motivation for the task than are rewards requiring engagement with, completion of, or high-quality performance on the task. In fact, an analysis did show
It is interesting to note that 2 of the children studies came from the Ross (1975) article in which he investigated the effects of salience vs. non-salience of the rewards as a moderator. In the above analyses, we collapsed across those conditions; however, when we looked at them separately, we found that reward salience did moderate reward effects. Specifically, when the 2 studies of free-choice behavior were combined meta-analytically, the composite effect size for salient rewards was $d = -0.78$ (CI = $-1.59$, $-0.30$), whereas the composite effect size for non-salient rewards was $d = 0.24$ (CI = $-0.23$, $0.71$). Thus, if only salient rewards had been used, as they were in nearly all other studies in the meta-analysis, the effects on free-choice intrinsic motivation of all engagement-contingent rewards, and especially the effects of engagement-contingent rewards with children, would have been even stronger.

**Self-reported interest.** The 35 engagement-contingent studies with a self-report measure yielded a composite $d = -0.15$ (CI = $-0.25$, $-0.06$), indicating that engagement-contingent rewards undermine self-reported intrinsic interest. This set of effects was homogeneous, $Q_w(34) = 38.28$, ns.

**Relation to previous meta-analyses.** The meta-analyses by Rummel and Feinberg (1988), Wiersma (1992), and Tang and Hall (1995) did not examine this category of rewards, although both Wiersma and Tang and Hall examined task-contingent rewards, which consist of the combination of engagement-contingent and completion-contingent rewards. That category will be examined later. Eisenberger and Cameron (1996) had a category called performance-independent rewards, which was either equivalent to our engagement-contingent category or was a combination of engagement-contingent and task-noncontingent, but, as noted earlier, they did not define it clearly enough for us to tell. They reported significant undermining by performance-independent rewards for free-choice ($d = -0.29$) with 31 effects, but not for self-reports ($d = 0.08$) with 14 effects.

### Completion-Contingent Rewards

This category includes rewards that are given for completing one or more tasks. The first published intrinsic motivation experiment (Deci, 1971) was an example of a completion-contingent rewards study: Participants worked on four variations of a three-dimensional puzzle called SOMA and were given $1 for each puzzle they completed in the allotted time.

**Free-choice behavior.** The 55 studies with a free-choice measure yielded a composite effect size of $d = -0.40$ (CI = $-0.48$, $-0.32$), indicating clearly that engagement-contingent rewards undermine intrinsic motivation. This set of effect sizes was heterogeneous, $Q_w(54) = 143.89, p < .001$, so we compared the effects of engagement-contingent rewards administered to children versus college students. The analysis revealed a significant difference between the two age groups, $Q_w(1) = 46.76, p < .01$. The set of 43 studies with children yielded a $d = -0.46$ (CI = $-0.55$, $-0.37$), but it was heterogeneous, $Q_w(42) = 118.85, p < .001$, so 4 outliers were removed (Boggiano, Ruble, & Pittman, 1982; Danner & Lonky, 1981, Exp. 2; Morgan, 1983, Exp. 1; Swann & Pittman, 1977, Exp. 2). The resulting set of 39 effect sizes yielded a composite $d = -0.43$ (CI = $-0.53$, $-0.34$) and was homogeneous, $Q_w(38) = 51.09, ns$. The 12 college-student studies, which yielded a $d = -0.21$ (CI = $-0.37$, $-0.05$), were homogeneous, $Q_w(11) = 18.27, ns$. To summarize, the results indicate that engagement-contingent rewards undermined free-choice intrinsic motivation for both children and college students, but the composite effect size for children was significantly greater than the composite effect size for college students.

### Table 3

<table>
<thead>
<tr>
<th>Study</th>
<th>Free-choice $d$</th>
<th>$n_a, n_b$</th>
<th>Sample $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dafoe (1985) D</td>
<td>-0.23</td>
<td>24, 24</td>
<td>1</td>
</tr>
<tr>
<td>Deci (1972a)</td>
<td>0.01</td>
<td>24, 16</td>
<td>2</td>
</tr>
<tr>
<td>Earn (1982)</td>
<td>-0.28</td>
<td>40, 20</td>
<td>2</td>
</tr>
<tr>
<td>Kruglanski et al. (1971)</td>
<td>-0.84</td>
<td>16, 16</td>
<td>1</td>
</tr>
<tr>
<td>Okano (1981), Exp. 2</td>
<td>-0.04</td>
<td>11, 11</td>
<td>1</td>
</tr>
<tr>
<td>Pittman et al. (1982), Exp. 1</td>
<td>0.23</td>
<td>10, 10</td>
<td>1</td>
</tr>
<tr>
<td>Ross et al. (1976), Exp. 1</td>
<td>0.48</td>
<td>12, 12</td>
<td>1</td>
</tr>
<tr>
<td>Swann &amp; Pittman (1977), Exp. 1</td>
<td>-0.20</td>
<td>20, 20</td>
<td>1</td>
</tr>
<tr>
<td>Wimperis &amp; Farr (1979)</td>
<td>0.12</td>
<td>16, 16</td>
<td>2</td>
</tr>
</tbody>
</table>

Note. D after the name and date of a study indicates that it is an unpublished doctoral dissertation.

$a$ The sample size for the experimental condition ($n_a$) is reported first, followed by the sample size for the control group ($n_b$). In this column, 1 signifies that the participants were children, and 2 signifies that they were college students.

### RESULTS

The meta-analyses by Rummel and Feinberg (1988), Wiersma (1992), and Tang and Hall (1995) did not examine this category of rewards, although both Wiersma and Tang and Hall examined task-contingent rewards, which consist of the combination of engagement-contingent and completion-contingent rewards. That category will be examined later. Eisenberger and Cameron (1996) had a category called performance-independent rewards, which was either equivalent to our engagement-contingent category or was a combination of engagement-contingent and task-noncontingent, but, as noted earlier, they did not define it clearly enough for us to tell. They reported significant undermining by performance-independent rewards for free-choice ($d = -0.29$) with 31 effects, but not for self-reports ($d = 0.08$) with 14 effects.
Table 4

Effects of Engagement-Contingent Rewards on Free-Choice Behavior and Self-Reported Interest, Presented as Cohen's $d$, Corrected for Sample Size

<table>
<thead>
<tr>
<th>Study</th>
<th>Free-choice $d$</th>
<th>$n_c$, $n_e$</th>
<th>Sample$^b$</th>
<th>Self-report $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amabile et al. (1986), Exp. 1</td>
<td>0.00$^f$</td>
<td>56, 57</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Amabile et al. (1986), Exp. 3</td>
<td>-0.53</td>
<td>36, 19</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>R. Anderson et al. (1976)</td>
<td>-0.65</td>
<td>17, 36</td>
<td>2</td>
<td>-0.03</td>
</tr>
<tr>
<td>Arnold (1985)</td>
<td>-0.94</td>
<td>13, 16</td>
<td>2</td>
<td>-0.03</td>
</tr>
<tr>
<td>Boggiano &amp; Rubie (1979)</td>
<td>0.28</td>
<td>20, 20</td>
<td>1</td>
<td>0.12</td>
</tr>
<tr>
<td>Boggiano et al. (1982)</td>
<td>-0.77</td>
<td>15, 14</td>
<td>1</td>
<td>-0.69</td>
</tr>
<tr>
<td>Boggiano et al. (1985)</td>
<td>-0.65</td>
<td>13, 13</td>
<td>1</td>
<td>-0.69</td>
</tr>
<tr>
<td>Brennan &amp; Glover (1980)</td>
<td>0.52</td>
<td>20, 19</td>
<td>2</td>
<td>-0.03</td>
</tr>
<tr>
<td>Brewer (1980)</td>
<td>-0.20</td>
<td>24, 24</td>
<td>1</td>
<td>-0.03</td>
</tr>
<tr>
<td>Chung (1995)</td>
<td>-0.27</td>
<td>30, 30</td>
<td>1</td>
<td>-1.15</td>
</tr>
<tr>
<td>DeLoach et al. (1983)</td>
<td>0.00$^f$</td>
<td>26, 26</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Dimitroff (1984) D</td>
<td>-0.28</td>
<td>108, 18</td>
<td>1</td>
<td>-0.26</td>
</tr>
<tr>
<td>Efron (1976) D</td>
<td>0.05</td>
<td>12, 13</td>
<td>2</td>
<td>0.17</td>
</tr>
<tr>
<td>Fabes et al. (1986)</td>
<td>-0.125</td>
<td>14, 14</td>
<td>1</td>
<td>-0.69</td>
</tr>
<tr>
<td>Fabes et al. (1988)</td>
<td>-0.77</td>
<td>15, 14</td>
<td>1</td>
<td>-0.69</td>
</tr>
<tr>
<td>Greene &amp; Lepper (1974)</td>
<td>-0.69</td>
<td>15, 14</td>
<td>1</td>
<td>-0.69</td>
</tr>
<tr>
<td>Griffith (1984) D</td>
<td>-0.73</td>
<td>42, 42</td>
<td>1</td>
<td>-0.69</td>
</tr>
<tr>
<td>Hamner &amp; Foster (1975)</td>
<td>0.00$^f$</td>
<td>31, 31</td>
<td>1</td>
<td>-0.69</td>
</tr>
<tr>
<td>Harackiewicz (1979)</td>
<td>-0.67</td>
<td>30, 30</td>
<td>2</td>
<td>-0.48</td>
</tr>
<tr>
<td>Hitt et al. (1979)</td>
<td>-0.44</td>
<td>32, 32</td>
<td>1</td>
<td>-0.26</td>
</tr>
<tr>
<td>Karriol &amp; Ross (1977)</td>
<td>-0.08</td>
<td>17, 20</td>
<td>1</td>
<td>-0.26</td>
</tr>
<tr>
<td>Lepper et al. (1973)</td>
<td>-0.65</td>
<td>18, 15</td>
<td>1</td>
<td>-0.26</td>
</tr>
<tr>
<td>Lepper et al. (1982), Exp. 3</td>
<td>-0.50</td>
<td>32, 32</td>
<td>1</td>
<td>-0.26</td>
</tr>
<tr>
<td>Loveland &amp; Olley (1979)</td>
<td>-1.17</td>
<td>6, 6</td>
<td>1</td>
<td>-0.26</td>
</tr>
<tr>
<td>Morgan (1981), Exp. 1</td>
<td>-0.97</td>
<td>27, 27</td>
<td>1</td>
<td>-0.26</td>
</tr>
<tr>
<td>Morgan (1981), Exp. 2</td>
<td>-0.72</td>
<td>20, 20</td>
<td>1</td>
<td>-0.26</td>
</tr>
<tr>
<td>Morgan (1983), Exp. 1</td>
<td>-1.92</td>
<td>40, 40</td>
<td>1</td>
<td>-0.26</td>
</tr>
<tr>
<td>Morgan (1983), Exp. 2</td>
<td>-0.66</td>
<td>20, 20</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Mynatt et al. (1978)</td>
<td>-0.11</td>
<td>5, 5</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Newman &amp; Layton (1984)</td>
<td>-0.36</td>
<td>21, 10</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Ogilvie &amp; Prior (1982)</td>
<td>-0.08</td>
<td>26, 26</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Okano (1981), Exp. 1</td>
<td>-0.96</td>
<td>15, 15</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Okano (1981), Exp. 2</td>
<td>-1.22</td>
<td>10, 11</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Patrick (1985) D</td>
<td>0.00$^f$</td>
<td>33, 31</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Perry et al. (1977)</td>
<td>-0.43</td>
<td>32, 32</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Picek (1976) D</td>
<td>0.00$^f$</td>
<td>10, 10</td>
<td>2</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Pittman et al. (1982), Exp. 1</td>
<td>0.12</td>
<td>10, 10</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Pittman et al. (1982), Exp. 2</td>
<td>-0.16</td>
<td>27, 27</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Pretty &amp; Seligman (1984), Exp. 1</td>
<td>-0.77</td>
<td>30, 30</td>
<td>2</td>
<td>-0.06</td>
</tr>
<tr>
<td>Pretty &amp; Seligman (1984), Exp. 2</td>
<td>-0.11</td>
<td>30, 30</td>
<td>2</td>
<td>-0.06</td>
</tr>
<tr>
<td>Reiss &amp; Sushinsky (1975), Exp. 1</td>
<td>-0.82</td>
<td>16, 16</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Ross (1975), Exp. 1</td>
<td>-0.18</td>
<td>40, 20</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Ross (1975), Exp. 2</td>
<td>-0.65</td>
<td>52, 14</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Ross et al. (1976)</td>
<td>-0.68</td>
<td>12, 12</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Ryan et al. (1983)</td>
<td>-0.35</td>
<td>16, 16</td>
<td>2</td>
<td>-0.06</td>
</tr>
<tr>
<td>Sarafino (1984)</td>
<td>-0.41</td>
<td>85, 15</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Shiffman-Kaufman (1990) D</td>
<td>0.06</td>
<td>20, 20</td>
<td>1</td>
<td>-0.06</td>
</tr>
<tr>
<td>A. T. Smith (1980) D</td>
<td>-0.75</td>
<td>21, 27</td>
<td>1</td>
<td>-0.06</td>
</tr>
<tr>
<td>Swann &amp; Pittman (1977), Exp. 1</td>
<td>-0.79</td>
<td>20, 20</td>
<td>1</td>
<td>-0.06</td>
</tr>
<tr>
<td>Swann &amp; Pittman (1977), Exp. 2</td>
<td>-1.31</td>
<td>26, 26</td>
<td>1</td>
<td>-0.06</td>
</tr>
<tr>
<td>Thompson et al. (1993)</td>
<td>0.14</td>
<td>34, 33</td>
<td>2</td>
<td>-0.06</td>
</tr>
<tr>
<td>Tripathi &amp; Agarwal (1985)</td>
<td>0.29</td>
<td>20, 20</td>
<td>2</td>
<td>0.52</td>
</tr>
<tr>
<td>Tripathi &amp; Agarwal (1988)</td>
<td>0.00$^f$</td>
<td>20, 10</td>
<td>2</td>
<td>0.67</td>
</tr>
<tr>
<td>Weiner &amp; Mander (1978)</td>
<td>-0.31</td>
<td>30, 30</td>
<td>2</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Williams (1980)</td>
<td>-0.31</td>
<td>24, 24</td>
<td>1</td>
<td>0.00$^f$</td>
</tr>
<tr>
<td>Wilson (1978) D</td>
<td>-0.34</td>
<td>23, 23</td>
<td>2</td>
<td>-0.06</td>
</tr>
<tr>
<td>Yuen (1984) D</td>
<td>-0.40</td>
<td>60, 60</td>
<td>2</td>
<td>-0.12</td>
</tr>
</tbody>
</table>

Note.  D after the name and date of a study indicates that it is an unpublished doctoral dissertation.

*The sample size for the experimental condition ($n_c$) is reported first, followed by the sample size for the control group ($n_e$).  In this column, 1 signifies that the participants were children, and 2 signifies that they were college students.  In these cases, $d = 0.00$ was assigned to the study because its authors failed to report relevant cell means.
respectively). Their effect sizes, after outliers were removed, were
have a positive rather than negative effect.
contingent rewards would have shown an even stronger undermin-
endogenous rewards, which are inherent in the task (in Kruglanski et al.,

In these cases, \( d = 0.00 \) was assigned to the study.

Note. \( d \) after the name and date of a study indicates that it is an
unpublished doctoral dissertation.

a The sample size for the experimental condition \( n_x \) is reported first,
followed by the sample size for the control group \( n_c \). b In this column, 1
signifies that the participants were children, and 2 signifies that they were
college students. c In these cases, \( d = 0.00 \) was assigned to the study
because its authors failed to report relevant cell means.

a \( d = 1.10 \) and was removed as an outlier was a study of whether
exogenous versus endogenous monetary rewards differentially affect
intrinsic motivation. Exogenous rewards, which are not an
inherent part of the task, are the type of rewards used in virtually all
the studies in this meta-analysis, and they actually showed a
substantial undermining of interest (\( d = -0.87 \)), whereas endogen-
ous rewards, which are inherent in the task (in Kruglanski et al.,
the task was coin-flipping), showed a very large enhancement
(\( d = 3.09 \)). This means, therefore, that the effect of completion-
contingent rewards would have shown an even stronger undermin-
ing if the Kruglanski et al. study had not been designed to find an
unusual circumstance where expected monetary rewards would
have a positive rather than negative effect.

Relation to previous meta-analyses. The meta-analysis by
Eisenberger and Cameron (1996) is the only one that explored this
category of rewards. They reported a nonsignificant effect on both
measures (\( d = -0.12 \) for free-choice and \( -0.05 \) for self-reports),
compared with our significant effects (\( d = -0.44 \) and \( -0.17 \), respectively).
Their effect sizes, after outliers were removed, were

<table>
<thead>
<tr>
<th>Study</th>
<th>Free-choice</th>
<th>Self-report</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( d )</td>
<td>( n_x, n_c )</td>
</tr>
<tr>
<td>Arie's (1979)</td>
<td>-0.16</td>
<td>32, 32</td>
</tr>
<tr>
<td>Arnold (1985)</td>
<td>0.36</td>
<td>13, 13</td>
</tr>
<tr>
<td>Boggsno et al. (1985)</td>
<td>-0.86</td>
<td>26, 26</td>
</tr>
<tr>
<td>Brocken &amp; Vasta (1981)</td>
<td>-0.36</td>
<td>10, 10</td>
</tr>
<tr>
<td>Calder &amp; Staw (1975)</td>
<td>-0.51</td>
<td>12, 12</td>
</tr>
<tr>
<td>Deci (1971)</td>
<td>0.33</td>
<td>64, 32</td>
</tr>
<tr>
<td>Deci (1972a)</td>
<td>-0.50</td>
<td>18, 10</td>
</tr>
<tr>
<td>Eisenstein (1985)</td>
<td>-0.50</td>
<td>18, 19</td>
</tr>
<tr>
<td>Fabes (1987)</td>
<td>-0.77</td>
<td>14, 14</td>
</tr>
<tr>
<td>Fabes (1987)</td>
<td>-0.41</td>
<td>14, 14</td>
</tr>
<tr>
<td>Feehan &amp; Enze (1991)</td>
<td>-0.95</td>
<td>24, 12</td>
</tr>
<tr>
<td>G. S. Goldstein (1980)</td>
<td>-0.30</td>
<td>14, 14</td>
</tr>
<tr>
<td>L. W. Goldstein (1977)</td>
<td>-0.96</td>
<td>16, 16</td>
</tr>
<tr>
<td>Griffith (1984)</td>
<td>0.00</td>
<td>32, 32</td>
</tr>
<tr>
<td>Hammel &amp; Foster (1975)</td>
<td>0.20</td>
<td>15, 15</td>
</tr>
<tr>
<td>Kruglanski et al. (1975)</td>
<td>0.20</td>
<td>14, 14</td>
</tr>
<tr>
<td>Liberty (1986)</td>
<td>-0.84</td>
<td>24, 24</td>
</tr>
<tr>
<td>Liberty (1986)</td>
<td>-0.24</td>
<td>24, 24</td>
</tr>
<tr>
<td>Luyten &amp; Lens (1981)</td>
<td>-0.98</td>
<td>10, 10</td>
</tr>
<tr>
<td>McGraw &amp; Mullen (1979)</td>
<td>0.10</td>
<td>10, 10</td>
</tr>
<tr>
<td>McLeod (1979)</td>
<td>-0.04</td>
<td>18, 18</td>
</tr>
<tr>
<td>Parre &amp; Meindl (1982)</td>
<td>0.10</td>
<td>10, 10</td>
</tr>
<tr>
<td>Sorenson &amp; Maehr (1976)</td>
<td>0.20</td>
<td>10, 10</td>
</tr>
<tr>
<td>Staw et al. (1980)</td>
<td>0.10</td>
<td>10, 10</td>
</tr>
<tr>
<td>Vasta &amp; Stiphe (1979)</td>
<td>0.10</td>
<td>10, 10</td>
</tr>
<tr>
<td>Weiner (1980)</td>
<td>0.20</td>
<td>10, 10</td>
</tr>
<tr>
<td>Wimpers &amp; Farr (1979)</td>
<td>-0.00</td>
<td>10, 10</td>
</tr>
</tbody>
</table>

Note. D after the name and date of a study indicates that it is an
unpublished doctoral dissertation.

The meta-analysis by Eisenberger and Cameron (1996) is the only one that explored this
category of rewards. They reported a nonsignificant effect on both
measures (\( d = -0.12 \) for free-choice and \( -0.05 \) for self-reports),
compared with our significant effects (\( d = -0.44 \) and \( -0.17 \), respectively).

Performance-Contingent Rewards

Ryan et al. (1983) defined this type of reward as being given
explicitly for doing well at a task or for performing up to a
specified standard. Thus, in the Ryan et al. study, all participants in
the performance-contingent rewards condition received $3 for
having done well at the activity. In three experiments reported by
Harackiewicz et al. (1984), a group of performance-contingent
rewards participants received a reward for performing better than
80% of the other participants.

However, as noted earlier, there are two important complica-
tions to this rewards category. First, there is the issue of whether
or not the control group also got the feedback conveyed by the
reward. Twelve performance-contingent rewards studies used only
control groups that got feedback, 24 used only no-feedback control
groups, and 4 (Efron, 1976; L. W. Goldstein, 1977; Harackiewicz,
1979; Ryan et al., 1983) used both.

The second issue is that although the definition of performance-
contingent rewards used in many studies involved all rewarded
participants getting the rewards that signify having performed
well, some studies gave less than maximum rewards to some or all
participants who performed (or were said to have performed) less
than optimally or who were in a less-than-maximum rewards
condition. These participants believed that a larger reward was
possible if they performed better, so the reward conveyed less than
positive (and in some cases, very negative) feedback. The
procedures that conveyed explicit or implicit negative feedback existed
both in studies that used feedback control groups and in studies
that used no-feedback control groups.

Three studies with feedback control groups had conditions with
negative feedback (Lee, 1982; Rosenfield et al., 1980; Salancik,
1975). For example, in Rosenfield et al. (1980), study participants
got a small reward for performing in the bottom 15% of all
participants, and the control group got the comparable negative
feedback without the reward.

Seven studies with no-feedback control groups had conditions
where participants got less than maximum rewards (Daniel &
Esser, 1980; Dollinger & Then, 1978; Karmil & Ross, 1977;
Luyten & Lens, 1981; Pittman et al., 1977; T. W. Smith & Pittman,
study, for example, rewarded participants were told that they could
earn up to $2 and were then given $1, implying that their perfor-
mance was less than optimal, perhaps at about the 50th percentile.
In the Dollinger and Then (1978) study, children were told that
they would get a reward for each good puzzle they did, and in
many cases, the children did not get maximum rewards. In the
Karmil and Ross (1977) study, the rewards group that was referred
to as low performance was given the lesser of two rewards because
it did not meet the standard. In the Luyten and Lens (1981) study,
participants who got performance-contingent rewards were told
that they would receive rewards for each model they solved faster
than 50% of the participants. They did not get a reward for every
model, implying that their performance was below the median. In
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the Pittman et al. (1977) study, undergraduates played the “Gravity-itation” game and could earn between a nickel and a quarter on each of 10 trials, so some, if not all, received less than the maximum reward. In the T. W. Smith and Pittman (1978) study, undergraduates worked on the “Labyrinth” game and received monetary rewards that varied as a function of how well they performed on each trial. In the Weiner and Mander (1978) study, participants were told that their rewards depended on how successful they were in decoding groups of words in cartoons. They believed that, depending on their performance, their earnings would vary.

These two issues concerning control groups and feedback are examined in our meta-analyses in an attempt to achieve homogeneity of effect sizes for this diverse reward-contingency category. Specifically, we consider four categories of performance-contingency studies (or conditions within studies): those with no-feedback-control groups where rewarded participants all got maximum rewards, those with no-feedback-control groups where rewarded participants got less than maximum rewards, those with feedback-control groups where all participants got positive feedback, and those with feedback-control groups where all participants got negative feedback.

Free-choice behavior. The performance-contingent rewards studies are listed in Table 6. In the initial analysis of all performance-contingent rewards, we combined effects within studies if they had both types of control groups or both types of feedback. The composite effect size for the 32 studies that had a behavioral measure was \( d = -0.28 \) (CI = \(-0.38, -0.18\)), indicating that, in general, performance-contingent rewards significantly undermine free-choice intrinsic motivation.

A test of heterogeneity was significant, \( Q_x(31) = 68.06, p < .001 \), so we examined whether performance-contingent-reward effects differed for children and undergraduates and found that they did not, \( Q_x(1) = 3.37, ns. \) We then examined whether the four groups composed as a function of type of control groups and type of feedback moderated the effects of performance-contingent rewards and found that they did, \( Q_x(3) = 25.06, p < .001 \). There were 38 effect sizes included in this analysis because each of 6 studies had conditions in two groups.

Composite effects sizes were as follows. For 18 studies of maximum rewards (signifying high competence) compared with no-feedback controls, there was significant undermining, \( d = -0.15 \) (CI = \(-0.31, -0.00), p < .05. This set of effects was homogeneous, \( Q_x(17) = 24.39, ns. \) For 7 studies of less-than-maximum rewards (signifying less than optimal performance) compared with no-feedback controls, there was significant undermining, \( d = -0.80 \) (CI = \(-1.03, -0.57\), but the effects were heterogeneous, \( Q_x(6) = 14.19, p < .05 \). When the Karniol and Ross (1977) study was dropped as an outlier, the set of effects became homogeneous, \( Q_x(5) = 6.95, ns. \) For 10 studies of performance-contingent rewards compared with control groups that got the same positive feedback, there was significant undermining, \( d = -0.20 \) (CI = \(-0.37, -0.03\), and the effects were homogeneous, \( Q_x(9) = 8.59, ns. \) Finally, for 3 studies of rewards signifying poor performance compared with control groups that got the same negative feedback, there was no effect, \( d = -0.03 \) (CI = \(-0.37, 0.31\), and there was homogeneity, \( Q_x(2) = 3.08, ns. \) Thus, in three of the four instances, performance-contingent rewards significantly undermined intrinsic motivation. Clearly, this approach to differentiating performance-contingent studies was appropriate and useful, because we had to exclude only one outlier to achieve homogeneity in all four of the groups.

An inspection of the composite effect sizes indicates that by far the most detrimental type of performance-contingent rewards—indeed, the most detrimental type of rewards—is one that is commonly used in applied settings, namely, one in which rewards are administered as a direct function of people’s performance. If people do superlatively, they get large rewards, but if they do not display optimal performance, they get smaller rewards. Chi-square tests indicated that this type of performance-contingent rewards was more detrimental than each of the other three categories, but that the other three did not differ from each other. The comparisons of studies with no-feedback control-groups in which participants got less than maximal rewards with each of the other three categories were as follows: First, compared with studies with no-feedback control groups in which all participants got maximal rewards, \( \chi^2 = 20.80, p < .001; \) second, compared with studies with comparable positive-feedback control groups, \( \chi^2 = 16.98, p < .001; \) and finally, compared with studies with comparable negative-feedback control groups, \( \chi^2 = 13.54, p < .001. \)

The case of negative feedback and rewards, compared with negative feedback without rewards, is interesting because the data showed no effect for the rewards themselves. Apparently, negative feedback undermined intrinsic motivation sufficiently so that there was little left to be affected by the rewards. Thus, it appears that the combination of negative feedback and rewards is very detrimental relative to no feedback and no rewards, but it may not be more detrimental than negative feedback alone. However, as so few studies have compared negative feedback and rewards with just negative feedback, that part of the conclusion remains tentative.

Self-reported interest. Thirty performance-contingent rewards studies listed in Table 6 used self-reports. The composite \( d = -0.01 \) (CI = \(-0.10, 0.08\)) indicates no effect for performance-contingent rewards on interest/enjoyment. This set of effects was heterogeneous, \( Q_x(29) = 46.99, p < .05, \) so we compared the effects for children versus college students and, as in the free-choice analysis, found no difference, \( Q_x(1) = 1.45, ns. \) We then compared the four categories of effects that we had used for free-choice, but that comparison was not significant for self-reports, \( Q_x(3) = 6.46, ns. \) When we removed one outlier (Harackiewicz, 1979), the set of 29 effects became homogeneous, \( Q_x(28) = 36.04, ns. \) and the composite \( d = -0.01 \) (CI = \(-0.08, 0.10\).

To summarize, performance-contingent rewards had a negative effect on free-choice intrinsic motivation but not on self-reported interest/enjoyment.

Relation to previous meta-analyses. The Tang and Hall (1995), Eisenberger and Cameron (1996), and Cameron and Pierce (1994) meta-analyses examined performance-contingent rewards (although Eisenberger and Cameron referred to them as quality-dependent). Tang and Hall concluded that performance-contingent rewards undermined intrinsic motivation, although they did not do separate analyses for the different dependent measures. Eisenberger, Cameron, and Pierce included 8 free-choice studies in the performance-contingent category after removing outliers and re-
### Table 6

**Effects of Performance-Contingent Rewards on Free-Choice Behavior and Self-Reported Interest, Presented as Cohen’s d, Corrected for Sample Size**

<table>
<thead>
<tr>
<th>Study</th>
<th>Free-choice $d$</th>
<th>$n_a$, $n_b$</th>
<th>Sample</th>
<th>Self-report $d$</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartelme (1983) D</td>
<td>0.13</td>
<td>16, 16</td>
<td>1</td>
<td>0.03</td>
<td>3</td>
</tr>
<tr>
<td>Boggiano et al. (1985)</td>
<td>-0.27</td>
<td>26, 13</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Brewer (1980) D</td>
<td>-0.20</td>
<td>48, 24</td>
<td>1</td>
<td>0.12</td>
<td>1</td>
</tr>
<tr>
<td>Chung (1995)</td>
<td>-1.60</td>
<td>5, 5</td>
<td>1</td>
<td>0.94</td>
<td>1</td>
</tr>
<tr>
<td>D. S. Cohen (1974) D</td>
<td>-0.16</td>
<td>52, 52</td>
<td>2</td>
<td>0.12</td>
<td>3</td>
</tr>
<tr>
<td>Daube (1985) D</td>
<td>0.02</td>
<td>32, 32</td>
<td>1</td>
<td>0.04</td>
<td>3</td>
</tr>
<tr>
<td>Daniel &amp; Ester (1980)</td>
<td>-0.75</td>
<td>16, 16</td>
<td>2</td>
<td>-0.71</td>
<td>2</td>
</tr>
<tr>
<td>Dollinger &amp; Thelan (1978)</td>
<td>-0.54</td>
<td>32, 12</td>
<td>1</td>
<td>0.00</td>
<td>2</td>
</tr>
<tr>
<td>Efron (1976) D</td>
<td>0.50</td>
<td>16, 13</td>
<td>2</td>
<td>0.50</td>
<td>1</td>
</tr>
<tr>
<td>Enze et al. (1991)</td>
<td>0.53</td>
<td>40, 10</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Fabs (1987), Exp. 1</td>
<td>-0.77</td>
<td>19, 19</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>L. W. Goldenstein (1977) D</td>
<td>0.13</td>
<td>16, 16</td>
<td>1</td>
<td>0.51</td>
<td>1</td>
</tr>
<tr>
<td>L. W. Goldenstein (1977) D</td>
<td>-0.28</td>
<td>16, 16</td>
<td>1</td>
<td>0.43</td>
<td>3</td>
</tr>
<tr>
<td>Greene &amp; Lepper (1974)</td>
<td>-0.57</td>
<td>15, 14</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Harackiewicz (1979)</td>
<td>0.31</td>
<td>31, 16</td>
<td>1</td>
<td>-0.28</td>
<td>1</td>
</tr>
<tr>
<td>Harackiewicz (1979)</td>
<td>0.31</td>
<td>31, 15</td>
<td>1</td>
<td>-1.47</td>
<td>3</td>
</tr>
<tr>
<td>Harackiewicz &amp; Manderlink (1984)</td>
<td>0.47</td>
<td>47, 47</td>
<td>1</td>
<td>0.33</td>
<td>3</td>
</tr>
<tr>
<td>Harackiewicz et al. (1984), Exp. 1</td>
<td>0.07</td>
<td>32, 32</td>
<td>2</td>
<td>0.04</td>
<td>3</td>
</tr>
<tr>
<td>Harackiewicz et al. (1984), Exp. 2</td>
<td>-0.40</td>
<td>15, 15</td>
<td>2</td>
<td>-0.16</td>
<td>3</td>
</tr>
<tr>
<td>Harackiewicz et al. (1984), Exp. 3</td>
<td>0.04</td>
<td>26, 26</td>
<td>2</td>
<td>0.32</td>
<td>3</td>
</tr>
<tr>
<td>Harackiewicz et al. (1987)</td>
<td>0.04</td>
<td>24, 24</td>
<td>1</td>
<td>-0.11</td>
<td>3</td>
</tr>
<tr>
<td>Hyman (1985) D</td>
<td>0.07</td>
<td>32, 32</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Karniol &amp; Ross (1977)</td>
<td>0.12</td>
<td>10, 10</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Karniol &amp; Ross (1977)</td>
<td>0.37</td>
<td>10, 10</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Kruglanski et al. (1975), Exp. 2</td>
<td>-0.41</td>
<td>35, 34</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Lee (1982) D</td>
<td>-0.30</td>
<td>35, 34</td>
<td>2</td>
<td>0.39</td>
<td>4</td>
</tr>
<tr>
<td>Luyten &amp; Lens (1981)</td>
<td>-0.82</td>
<td>10, 10</td>
<td>2</td>
<td>0.05</td>
<td>2</td>
</tr>
<tr>
<td>Orlick &amp; Mosher (1978)</td>
<td>-0.54</td>
<td>12, 14</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Paliak et al. (1982)</td>
<td>-0.23</td>
<td>15, 12</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Patrick (1985) D</td>
<td>-0.09</td>
<td>30, 31</td>
<td>1</td>
<td>-0.48</td>
<td>1</td>
</tr>
<tr>
<td>Picke (1976) D</td>
<td>0.00</td>
<td>10, 10</td>
<td>2</td>
<td>-0.69</td>
<td>1</td>
</tr>
<tr>
<td>Pittman et al. (1977)</td>
<td>-1.46</td>
<td>60, 20</td>
<td>2</td>
<td>-0.26</td>
<td>2</td>
</tr>
<tr>
<td>Rosenfield et al. (1980)</td>
<td>0.13</td>
<td>15, 14</td>
<td>2</td>
<td>-0.02</td>
<td>3</td>
</tr>
<tr>
<td>Rosenfield et al. (1980)</td>
<td>0.48</td>
<td>15, 14</td>
<td>2</td>
<td>0.46</td>
<td>4</td>
</tr>
<tr>
<td>Ryan et al. (1983)</td>
<td>0.06</td>
<td>32, 16</td>
<td>2</td>
<td>0.00</td>
<td>1</td>
</tr>
<tr>
<td>Ryan et al. (1983)</td>
<td>-0.45</td>
<td>32, 32</td>
<td>2</td>
<td>0.00</td>
<td>3</td>
</tr>
<tr>
<td>Salancik (1975)</td>
<td>-0.77</td>
<td>19, 21</td>
<td>2</td>
<td>-0.39</td>
<td>3</td>
</tr>
<tr>
<td>Salancik (1975)</td>
<td>0.09</td>
<td>19, 18</td>
<td>2</td>
<td>0.40</td>
<td>4</td>
</tr>
<tr>
<td>Shiffman-Kaufman (1990) D</td>
<td>0.38</td>
<td>20, 20</td>
<td>1</td>
<td>0.00</td>
<td>1</td>
</tr>
<tr>
<td>W. E. Smith (1975) D</td>
<td>-0.53</td>
<td>24, 24</td>
<td>2</td>
<td>0.00</td>
<td>1</td>
</tr>
<tr>
<td>T. W. Smith &amp; Pittman (1978)</td>
<td>-0.94</td>
<td>66, 33</td>
<td>2</td>
<td>0.00</td>
<td>2</td>
</tr>
<tr>
<td>Taub &amp; Dollinger (1977)</td>
<td>0.87</td>
<td>124, 124</td>
<td>2</td>
<td>0.00</td>
<td>1</td>
</tr>
<tr>
<td>Tripathi &amp; Agarwal (1988)</td>
<td>0.87</td>
<td>20, 10</td>
<td>2</td>
<td>1.01</td>
<td>1</td>
</tr>
<tr>
<td>Weinberg &amp; Jackson (1979)</td>
<td>0.59</td>
<td>30, 30</td>
<td>2</td>
<td>0.00</td>
<td>2</td>
</tr>
</tbody>
</table>

**Note.** Studies that involved multiple comparisons based on type of control group and implicit or explicit feedback have a separate listing for each comparison. D after the name and date of a study indicates that it is an unpublished doctoral dissertation. A *d* or $d$ is reported first, followed by the sample size for the control group ($n_a$). In this column, 1 signifies that the participants were children, and 2 signifies that they were college students. Type refers to whether the control group got feedback and whether the rewarded participants got the maximum reward: 1 = no feedback control, maximum reward; 2 = no feedback control, nonmaximum reward; 3 = positive feedback control; 4 = negative feedback control. In these cases, $d = 0.00$ was assigned to the study because its authors failed to report relevant cell means.

Reported nonsignificant undermining of $d = -0.13$; they included 11 self-report studies after removing outliers and reported significant enhancement of $d = 0.19$. Thus, they included far fewer studies than we did; the appendixes detail differences between our meta-analyses and Eisenberger, Cameron, and Pierce’s in terms of what performance-contingent studies were included (Appendix A) and how they were treated, and what studies were excluded (Appendix B) and why they were.
Summary of Results From the Primary Meta-Analyses

Figure 1 presents a summary of the findings from the primary meta-analysis for free-choice behavior, and Figure 2 presents a summary of the findings concerning self-reported interest.

Free-choice behavior. Results confirm that, for free-choice behavior, there was significant undermining by all rewards, tangible rewards, expected rewards, engagement-contingent rewards, completion-contingent rewards, and performance-contingent rewards. Only positive feedback showed enhancement, and only unexpected and task-noncontingent rewards showed no effects.

Interesting age effects also appeared, with the effects of verbal rewards being significantly less positive for children than for college students and with the effects of engagement-contingent rewards being significantly more negative for children than for college students. Although there were no significant age effects in the free-choice analyses for the other differentiated reward and reward-contingency categories, an analysis of age effects for all tangible rewards taken together did reveal a significant difference, $Q_a(1) = 4.18, p < .05$. For 57 tangible-reward studies of free-choice behavior with children, the composite $d = -0.39$ ($CI = -0.63$ to $-0.32$), and for 38 studies with college students, the composite $d = -0.27$ ($CI = -0.36$ to $-0.19$). Thus, it seems that tangible rewards are detrimental to the free-choice intrinsic motivation of both children and undergraduates but that they tend to be more detrimental to the intrinsic motivation of children than of college students. Furthermore, the analyses showed that verbal rewards did not enhance free-choice intrinsic motivation for children but did for college students. These age effects are particularly important in light of the strong advocacy by Cameron and Pierce (1994), Eisenberger and Cameron (1996), and of the use of rewards in educational settings with children.

The results that emerged from the primary meta-analyses for free-choice intrinsic motivation are as predicted by the motivational and attributional approaches and are consistent with various narrative summaries (e.g., Deci & Ryan, 1985; Ryan et al., 1983). The results are also generally consistent with the results of three previous, though less extensive, meta-analyses (Rummel & Feinberg, 1988; Tang & Hall, 1995; Wiersma, 1992). Only one previous meta-analysis reported considerably weaker results, with the only significant undermining being for aggregate categories that involved engagement-contingent rewards (Eisenberger & Cameron, 1996). The Eisenberger and Cameron analysis is thus discrepant from the others. It is because of this discrepancy that we have included the appendixes showing exactly how our meta-analyses differed from those of Eisenberger, Cameron, and Pierce.

Self-reported interest. In general, the results for self-reported interest paralleled those for free-choice behavior, although they were substantially weaker. The analysis of overall reward effects was not significant, though the analysis of tangible rewards, expected rewards, engagement-contingent rewards, and completion-contingent rewards all showed significant undermining of intrinsic interest. The only category expected to undermine self-reported interest that did not was performance-contingent rewards. As with free-choice behavior, verbal rewards enhanced intrinsic interest. No significant age effects emerged for self-reported interest in the differentiated reward and reward-contingency categories. However, because there had been an overall age effect, with tangible rewards being significantly more undermining of children's than of college students' free-choice behavior, we also did an analysis of age effects for all tangible rewards on self-reported interest and found that tangible rewards were significantly more detrimental for children than college students, $Q_a(1) = 4.78, p < .05$. Thus, although the differential effects of rewards on the self-reports of children versus undergraduates were considerably less prevalent than the differential effects on free-choice behavior, there is the suggestion that tangible rewards may also affect children's self-reports more negatively.

Free-choice behavior and self-reported interest. As already mentioned, the results for free-choice behavior were generally parallel to those for self-reported interest. In other words, in most cases—with the notable exception of performance-contingent rewards—enhancement, undermining, and no effects appeared for the same reward and contingency categories in each analysis, although the effects for self-reports were much weaker. To examine the relation between these two widely used measures of intrinsic motivation, we identified 17 studies that included both measures and reported the correlations between them.

The range of correlations was $-0.20$ to $0.71$, with an average of $0.35$ ($p < .0001$). Thus, the two measures are related, although not strongly. Of the 17 studies, 5 were with children and 12 with college students. The average $r$ was quite similar for the two groups, with the average $r$ for children being $0.43$ ($p < .01$) and for college students being $0.32$ ($p < .01$). We return to a discussion of free-choice behavior versus self-reported interest in the discussion section.

An Additional Reward-Contingency Category

We have completed the report of the two primary hierarchical meta-analyses, one for free-choice behavior and the other for self-reports, but we now consider one additional category, namely task-contingent rewards. This category was included in the Ryan et al. (1983) typology, and the majority of studies examining reward effects on intrinsic motivation actually used the task-contingent terminology. As noted earlier, the separation of task-contingent rewards into completion-contingent and engagement-contingent was done very recently to examine whether these two types of task-contingent rewards have different effects on intrinsic motivation. Examination of the results of the primary meta-analyses for both free-choice (Figure 1) and self-reports (Figure 2) indicates that the effects of these two types of rewards were virtually identical (except that significant age differences appeared for the effects of engagement-contingent but not completion-contingent rewards on free-choice behavior). For the purpose of comparing our results with those of previous meta-analyses, we now present the meta-analyses for task-contingent rewards.

Task-Contingent Rewards

Data for this category were obtained by combining the data from Tables 4 and 5 for the engagement-contingent and completion-contingent studies.

Free-choice behavior. For 74 studies with a free-choice measure, the composite effect size for task-contingent rewards showed highly significant undermining, $d = -0.39$ ($CI = -0.63$ to $-0.32$). Of course, this set of studies was heterogeneous, $Q_a(73) = 178.4, p < .001$, and there was an age effect, $Q_a(1) = 8.39, p < .01$. For
EXTRINSIC REWARDS AND INTRINSIC MOTIVATION

Free-Choice Behavior

All rewards

\[ k = 101 \]
\[ d = -0.24^* \]
\[ (-0.29, -0.19) \]

Verbal

\[ k = 21 \]
\[ d = 0.33^* \]
\[ (0.18, 0.43) \]

Tangible

\[ k = 92 \]
\[ d = -0.34^* \]
\[ (-0.39, -0.28) \]

Children

\[ k = 7 \]
\[ d = 0.11 \]
\[ (-0.11, 0.34) \]

College

\[ k = 14 \]
\[ d = 0.43^* \]
\[ (0.27, 0.58) \]

Unexpected

\[ k = 9 \]
\[ d = 0.01 \]
\[ (-0.20, 0.22) \]

Expected

\[ k = 92 \]
\[ d = -0.36^* \]
\[ (-0.42, -0.30) \]

Task noncontingent

\[ k = 7 \]
\[ d = -0.14 \]
\[ (-0.39, 0.11) \]

Engagement contingent

\[ k = 55 \]
\[ d = -0.40^* \]
\[ (-0.48, -0.32) \]

Completion contingent

\[ k = 19 \]
\[ d = -0.44^* \]
\[ (-0.59, -0.30) \]

Performance contingent

\[ k = 32 \]
\[ d = -0.28^* \]
\[ (-0.38, -0.18) \]

Children

\[ k = 39 \]
\[ d = -0.43^* \]
\[ (-0.53, -0.34) \]

College

\[ k = 12 \]
\[ d = -0.21^* \]
\[ (-0.37, -0.05) \]

No-feedback control, maximum reward

\[ k = 18 \]
\[ d = -0.15^* \]
\[ (-0.31, -0.00) \]

No-feedback control, not maximum reward

\[ k = 6 \]
\[ d = -0.20^* \]
\[ (-1.12, -0.65) \]

Positive feedback control

\[ k = 10 \]
\[ d = -0.20^* \]
\[ (-0.37, -0.03) \]

Negative feedback control

\[ k = 3 \]
\[ d = -0.03 \]
\[ (-0.37, 0.31) \]

Figure 1. Summary statistics for effects of types of rewards and reward-contingencies on free-choice behavior at various levels of aggregation. The symbol \( k \) refers to the number of studies (and thus the number of effect sizes) in each composite effect size. Each \( d \) entered into the composite was corrected for sample size. All reported composite effect sizes that are not further differentiated are homogeneous. The pair of numbers in parentheses represents the 95% confidence interval for the composite effect size. Boldface type and an asterisk next to a \( d \) value indicate that the composite effect size is significant. This figure includes all unpublished dissertations and all studies that had imputed \( d \) values of 0.00 because they did not report cell means.
**Self-Reported Interest**

All rewards
\[ k = 84 \]
\[ d = 0.04 \]
\[ (-0.02, 0.09) \]

Verbal
\[ k = 21 \]
\[ d = 0.31^* \]
\[ (0.19, 0.44) \]

Tangible
\[ k = 70 \]
\[ d = -0.07^* \]
\[ (-0.13, -0.01) \]

Unexpected
\[ k = 5 \]
\[ d = 0.05 \]
\[ (-0.19, 0.29) \]

Expected
\[ k = 69 \]
\[ d = -0.07^* \]
\[ (-0.13, -0.01) \]

Task noncontingent
\[ k = 5 \]
\[ d = 0.21 \]
\[ (-0.08, 0.50) \]

Engagement contingent
\[ k = 35 \]
\[ d = -0.15^* \]
\[ (-0.25, -0.06) \]

Completion contingent
\[ k = 13 \]
\[ d = -0.17^* \]
\[ (-0.33, -0.00) \]

Performance contingent
\[ k = 29 \]
\[ d = -0.01 \]
\[ (-0.10, 0.08) \]

*Figure 2.* Summary statistics for effects of types of rewards and reward-contingencies on self-reported interest at various levels of aggregation. The symbol \( k \) refers to the number of studies (and thus the number of effect sizes) in each composite effect size. Each \( d \) entered into the composite was corrected for sample size. All reported composite effect sizes that are not further differentiated are homogeneous. The pair of numbers in parentheses represent the 95% confidence interval for the composite effect size. Boldface type and an asterisk next to a \( d \) value indicate that the composite effect size is significant. This figure includes all unpublished dissertations and all studies that had imputed \( d \) values of 0.00 because they did not report cell means.
children, the results were \( k = 51; d = -0.46 \text{ (CI = -0.54, -0.30); } Q_{p}(50) = 128.64, p < .001 \). Four outliers (Boggiano et al., 1982; Danner & Lonky, 1981, Exp. 2; Morgan, 1983, Exp. 1; Swann & Pittman, 1977, Exp. 2) were removed, and the composite \( d = -0.44 \text{ (CI = -0.53, -0.35). } \) The set of effects was homogeneous, \( Q_{w}(46) = 60.98, \text{ ns. } \) For undergraduates, the results were \( k = 23; d = -0.25 \text{ (CI = -0.36, -0.13); } Q_{w}(22) = 41.36, p < .01 \). Two outliers (Brennan & Glover, 1980; Deci, 1972b) were removed, and the homogeneous effects had a composite \( d = -0.33 \text{ (CI = -0.45, -0.20); } Q_{w}(20) = 27.36, \text{ ns. } \)

Self-reported interest. For the 48 studies with a self-report measure of intrinsic motivation, the composite effect size for task-contingent rewards showed significant undermining, \( d = -0.12, \text{ (CI = -0.20, -0.04). } \) This set of effect sizes was also heterogeneous, \( Q_{w}(47) = 84.08, p < .001 \). With the removal of two outliers (Kruglanski et al., 1975, Exp. 1; Wimperis & Farr, 1979), the results became \( d = -0.16 \text{ (CI = -0.24, -0.07); } Q_{w}(45) = 54.99, \text{ ns. } \)

To summarize, as expected, task-contingent rewards significantly undermined both free-choice behavior and self-reported interest. We mentioned earlier that the Ryan et al. (1983) typology of reward contingencies did not break the task-contingent rewards category into the engagement-contingent and completion-contingent categories because prior research had seemed to indicate that the two types of reward contingencies had similar effects. The present meta-analyses confirm that, showing that the effects of task-contingent, engagement-contingent, and completion-contingent rewards are all essentially the same except that there was no significant age effect for completion-contingent rewards on free-choice behavior.

Relation to previous meta-analyses. This finding provides a conceptual replication of the results of each of the four previous meta-analyses. Although Rummel and Feinberg (1988) did not classify studies in terms of reward contingencies, most of the studies they used involved task-contingent rewards, and although some of the studies used by Wiersma (1992) compared task-contingent rewards with no rewards and others compared task-contingent rewards with non-contingent rewards, the findings from both the Rummel and Feinberg and the Wiersma meta-analyses do imply an undermining of intrinsic motivation by task-contingent rewards. Tang and Hall (1995) tested whether task-contingent rewards undermined intrinsic motivation relative to no rewards and found a significant effect size of \( d = -0.51 \) for 62 comparisons. Their results are comparable to ours, although, as noted earlier, their analysis included the six dependent measures.

Finally, Cameron and Pierce (1994) reported significant undermining of free-time behavior in 45 task-contingent rewards studies \( d = -0.32 \) before outliers were removed and in 40 studies after outliers were removed \( d = -0.23 \). They also reported no effect on self-reports in 21 studies before outliers were removed \( d = -0.07 \) and in 19 studies after outliers were removed \( d = -0.08 \). Eisenberger and Cameron (1996) did not report results for task-contingent rewards.

Supplemental Analyses

We considered four important issues by performing supplemental comparisons or meta-analyses. The first concerned the relation between unpublished doctoral dissertations and published articles. The second concerned whether the undermining of intrinsic motivation by expected tangible rewards that are contingent on performance (i.e., engagement-, completion-, and performance-contingent rewards) is simply a transient effect.

The third important issue concerned the interest value of the target task. The field of reward effects on intrinsic motivation was begun to assess whether rewards affect people’s intrinsic motivation for intrinsically interesting activities. However, some studies included uninteresting as well as interesting tasks to investigate whether the nature of the target task would moderate reward effects. We performed two supplemental analyses: First, we tested for moderation by examining reward effects for interesting tasks relative to uninteresting tasks; second, we added the uninteresting-task conditions to the data used in the primary meta-analyses and then repeated those analyses to examine whether the results would replicate with the dull tasks included.

The fourth issue addressed in a supplemental meta-analysis tested a central hypothesis of CET, namely that informationally administered rewards have a positive effect on intrinsic motivation, relative to controllingly administered rewards. We identified 4 studies that explored the informational versus controlling administration of verbal rewards and only 1 that examined tangible rewards, so we performed the supplemental meta-analysis on only the verbal rewards.

Consideration of Published Versus Unpublished Studies

There is the possibility that well-executed studies that do not yield significant effects do not get published, in which case the published studies provide an inaccurate representation of the actual effects that have emerged from past research. To examine this possibility, we compared the effects of studies from unpublished doctoral dissertations with those of studies from published articles to see if they were different. (Doctoral dissertations that had been published were included among the published articles rather than the dissertations.) Doctoral dissertations represent an excellent database for unpublished studies because they are carefully scrutinized by supervisors and doctoral committees to ensure that they are well designed and carried out. Thus, the use of dissertations that may have remained unpublished because they did not have significant results ensures that the unpublished studies examined were not unpublished because of flawed methodology.

We compared the effects of verbal rewards on free-choice behavior and self-reported interest for published versus unpublished studies and found that they did not differ on either measure: \( Q_{p}(1) = 1.18, \text{ ns. } \) for free-choice; \( Q_{p}(1) = 2.18, \text{ ns. } \) for self-reports. This suggests that the published studies of verbal-reward effects may be a reasonable representation of all carefully done studies of that phenomenon. We then compared the effects of all tangible rewards on free-choice behavior and self-reported interest for published versus unpublished studies and found that they did not differ on either measure: \( Q_{p}(1) = 1.07, \text{ ns. } \) for free-choice; \( Q_{p}(1) = 1.65, \text{ ns. } \) for self-reports. This suggests that the published studies of tangible-reward effects may also be a reasonable representation of all well-designed studies of that phenomenon.
Is Undermining Transitory?

Studies exploring reward effects on intrinsic motivation have been laboratory experiments, typically with one session, in which a reward group is compared with a no-reward group on a measure of intrinsic motivation taken immediately after the experimental phase of the single session. This paradigm has been criticized by behaviorists on two grounds (see, e.g., Davidson & Bucher, 1978; Reiss & Sushinsky, 1976; Vasta & Stirpe, 1979).

First, the immediate assessment of intrinsic motivation has led behaviorists to assert that undermining is merely a transitory effect, like temporary satiation (Eisenberger & Cameron, 1996). To investigate this, we compared studies with immediate assessments versus those with delayed assessments. Studies with delayed assessments were virtually all with children, and most included only a free-choice measure. Thus, we limited this analysis to studies of children’s free-choice behavior. Thirty-two experiments had immediate assessments of free-choice intrinsic motivation, 12 had delayed assessment of free-choice done within a week of the experimental phase, and 14 had delayed assessment done more than a week after the experimental manipulation, typically within 2 weeks.

An analysis of these studies indicated that the three timings of assessment did not affect the results, $Q_{(2)} = 5.26, p < .01$. A supplemental meta-analysis of the three groups of effects on the free-choice measure showed that for 32 studies with immediate assessments, the composite effect was $d = -0.35$ (CI = -0.45, -0.25), although these effects were heterogeneous, $Q_{(3)} = 69.77, p < .001$. With the removal of 2 outliers (Boggiano et al., 1982; Swann & Pittman, 1977, Exp. 2), the effects became homogeneous, $Q_{(2)} = 42.96, ns$, and the composite effect was $d = -0.40$ (CI = -0.51, -0.29). For 12 studies with delayed assessments done within a week, the composite effect was $d = -0.49$ (CI = -0.68, -0.31), and was homogeneous, $Q_{(1)} = 18.91, ns$. Finally, for 14 studies with assessments done more than a week later, the composite effect was $d = -0.55$ (CI = -0.71, -0.40), but was heterogeneous, $Q_{(13)} = 52.33, p < .001$. With the removal of 2 outliers (Amabile, Hennessey, & Grossman, 1986, Exp. 1; Morgan, 1983, Exp. 1), the effects became homogeneous, $Q_{(1)} = 17.90, ns$, and the composite effect was $d = -0.53$ (CI = -0.71, -0.35). The homogeneous effects for this supplemental meta-analysis are presented in Table 7 and indicate quite clearly that the phenomenon of extrinsic tangible rewards undermining intrinsic motivation is not merely transitory. However, because only studies with children used delayed assessments, there is no basis for generalizing these results to adults.

Behaviorists have also argued that the use of a short, single-session reward period is not ecologically valid, so they have called for the use of multiple-session reward periods (see, e.g., Reiss & Sushinsky, 1975). To examine this, we searched for studies that used multiple reward sessions and found relatively few. The studies we found were done primarily with a token-economy format using participants’ prereward free-choice time as the control for their postreward free-choice time. Only 2 studies met our inclusion criterion of having a no-reward control group, so we examined those 2 studies. The 2 studies, which were both included in our primary meta-analyses, were done by Mynatt et al. (1978), with 5 experimental and 5 control participants, and by Vasta and Stirpe (1979), with 4 experimental and 5 control participants. Both used a pre–post design, so we compared changes in the experimental and control groups from before to after the experimental phase. In the Mynatt et al. study, the free-choice measure showed an effect size of $d = -0.11$ (CI = -1.34, 1.14), and in the Vasta and Stirpe study, the free-choice measure showed an effect size of $d = -0.14$ (CI = -1.09, 0.80). Thus, both showed small though nonsignificant undermining, but with a total of only 9 rewarded participants in the 2 studies combined, there is no basis for drawing conclusions.

Eisenberger and Cameron (1996) discussed 4 other studies with within-subject designs (Davidson & Bucher, 1978; Feingold & Mahoney, 1975; Mawhinney, Dickinson, & Taylor, 1989; Vasta, Andrews, McLaughlin, Stirpe, & Comfort, 1978). Actually, Vasta et al. (1978) reported 2 studies although Cameron and Pierce (1994) analyzed only the first, so there were 5 relevant studies. Eisenberger and Cameron stated that none of the studies reported significant undermining and argued that these studies were representative of real-life circumstances.

It is true that none of the 5 studies showed significant undermining, but one can conclude very little. First, the 5 studies combined had a total of only 23 participants (3 for Davidson & Bucher [1978]; 5 for Feingold & Mahoney [1975]; 3 for Mawhinney et al. [1989]; and 6 in each of the Vasta et al. [1978] studies), making it tenuous to generalize the null effects. Further, given that none of these studies had control groups, one must be careful about interpretations, particularly since there appears to be substantial variability in the rates of pretreatment behavior. We do agree that studies of interesting behaviors that examine repeated administration of rewards over time, have appropriate no-reward control groups, and use reasonable sample sizes would make a valuable addition to the literature in this field.

Interesting Versus Boring Tasks

Research examining tangible reward effects on intrinsic motivation has focused on interesting activities, and the results have shown that tangible rewards undermine intrinsic motivation for such activities. A few studies considered the effects of tangible rewards on both interesting and boring tasks in order to help clarify the parameters of the undermining effect. Because rewards would not be expected to undermine intrinsic motivation for an activity that is not intrinsically motivating, most investigators predicted that initial interest would moderate the effects of rewards, with rewards undermining intrinsic motivation for interesting tasks but maintaining or enhancing intrinsic motivation for boring tasks. As already noted, in spite of the moderator results found in several
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### Table 7

<table>
<thead>
<tr>
<th>Timing</th>
<th>$k$</th>
<th>$d$</th>
<th>95% Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immediately</td>
<td>30</td>
<td>-0.40</td>
<td>-0.51, -0.29</td>
</tr>
<tr>
<td>Within 1 week</td>
<td>12</td>
<td>-0.49</td>
<td>-0.08, -0.31</td>
</tr>
<tr>
<td>After 1 week</td>
<td>12</td>
<td>-0.53</td>
<td>-0.71, -0.35</td>
</tr>
</tbody>
</table>

*Note. The composite $d$ values shown in this table are all homogeneous. The values for the composite $d$ values before outliers were removed are provided in the text.*
studies, Cameron and Pierce (1994) and Eisenberger and Cameron (1996) collapsed across interesting and boring task conditions in their meta-analyses, implying that from a behaviorist perspective, initial task interest has no theoretical meaning.

We found 13 studies that experimentally manipulated interest level of the task, with one task defined as interesting and having initial interest ratings above the midpoint on the interest scale and another task defined as uninteresting and having low initial interest ratings. Six of these studies had been included in the meta-analyses by Eisenberger, Cameron, and Pierce with the interesting and uninteresting conditions combined. In this supplemental meta-analysis of tasks, we begin with those 13 studies, examining the effects of rewards on the interesting versus uninteresting tasks within the same study. Table 8 presents the effect sizes of rewards on interesting versus dull tasks for the 13 studies. Eight of the studies used only a free-choice measure, 2 used only a self-report measure, and 3 used both.

For the 11 studies with a free-choice measure, reward effects on interesting activities differed significantly from reward effects on uninteresting activities, $Q_a(1) = 31.67, p < .0001$. The composite effect for interesting tasks showed significant undermining, $d = -0.68$ (CI = $-0.89, -0.47$), and for uninteresting tasks did not show a significant effect, $d = 0.18$ (CI = $-0.03, 0.39$). For the 5 studies with a self-report measure, reward effects on interesting activities also differed significantly from reward effects on uninteresting activities, $Q_a(1) = 4.88, p < .05$. The composite effect for interesting tasks was $d = -0.37$ (CI = $-0.67, -0.07$), thus showing significant undermining for tangible rewards, but for uninteresting tasks there was not a significant effect, $d = 0.10$ (CI = $-0.09, 0.40$). Thus, it is clear that the effects of tangible rewards are different when the tasks are interesting versus dull and that the reliable undermining of intrinsic motivation by tangible rewards does not extend to dull–boring tasks.

### Overall Meta-Analyses With Dull Task Included

As noted earlier, one reason that Eisenberger, Cameron, and Pierce's results were weaker than ours is that they included dull tasks. To examine how much the inclusion of dull tasks would affect our significant results, we repeated the primary meta-analyses after including the dull-task data for the 13 relevant studies that had experimentally manipulated interest value of the task.

We first present the results of the meta-analysis for free-choice data. Because no dull-task data were included in the verbal rewards, unexpected rewards, or task-noncontingent rewards categories, the statistics remain the same for them and are not repeated below. With data from dull-task conditions included, the free-choice results for the aggregate categories were as follows: For all rewards, $k = 101; d = -0.21$ (CI = $-0.27, -0.16$); $Q_a(100) = 274.74, p < .0001$; for all tangible rewards, $k = 92; d = -0.30$ (CI = $-0.36, -0.24$); $Q_a(91) = 217.65, p < .0001$; and for all expected rewards, $k = 92; d = -0.32$ (CI = $-0.38, -0.26$); $Q_a(91) = 217.42, p < .0001$. For the differentiated contingency categories, if a category was heterogeneous, we removed outliers to make it homogeneous so it would be comparable to the results reported in other meta-analyses. For engagement-contingent rewards, $k = 55; d = -0.35$ (CI = $-0.45, -0.27$); $Q_a(54) = 143.73, p < .0001, so with 5 outliers removed to achieve homogeneity, $k = 50; d =$
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Table 8  
Effects of Tangible Rewards on Intrinsic Motivation, Presented as Cohen's $d$, Corrected for Sample Size as a Function of Interest Level of Task

<table>
<thead>
<tr>
<th>Study</th>
<th>Dependent variable</th>
<th>Interesting task $d$</th>
<th>Boring task $d$</th>
<th>Contingency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calder &amp; Staw (1975)</td>
<td>S</td>
<td>−0.76 (10, 10)</td>
<td>1.01 (10, 10)</td>
<td>EC, CC</td>
</tr>
<tr>
<td>Chung (1995)</td>
<td>F</td>
<td>−1.43 (10, 10)</td>
<td>1.69 (10, 10)</td>
<td>EC, PC</td>
</tr>
<tr>
<td>Daniel &amp; Esser (1980)</td>
<td>F</td>
<td>−0.74 (16, 16)</td>
<td>−0.28 (16, 16)</td>
<td>PC</td>
</tr>
<tr>
<td>Daniel &amp; Esser (1980)</td>
<td>S</td>
<td>−0.71 (16, 16)</td>
<td>0.04 (16, 16)</td>
<td>PC</td>
</tr>
<tr>
<td>Eisenstein (1985)</td>
<td>F</td>
<td>−0.50 (18, 10)</td>
<td>0.29 (16, 6)</td>
<td>CC</td>
</tr>
<tr>
<td>Griffith (1984) D</td>
<td>F</td>
<td>−0.73 (42, 42)</td>
<td>−0.31 (42, 42)</td>
<td>EC</td>
</tr>
<tr>
<td>Hamner &amp; Foster (1975)</td>
<td>S</td>
<td>−0.20 (35, 15)</td>
<td>0.11 (35, 15)</td>
<td>EC, CC</td>
</tr>
<tr>
<td>Hitt et al. (1992)</td>
<td>F</td>
<td>−0.67 (30, 15)</td>
<td>0.46 (30, 15)</td>
<td>EC</td>
</tr>
<tr>
<td>Hitt et al. (1992)</td>
<td>S</td>
<td>−0.48 (30, 15)</td>
<td>−0.15 (30, 15)</td>
<td>EC</td>
</tr>
<tr>
<td>Loveland &amp; Olley (1979)</td>
<td>F</td>
<td>1.17 (6, 6)</td>
<td>1.17 (6, 6)</td>
<td>EC</td>
</tr>
<tr>
<td>McLoyd (1979)</td>
<td>F</td>
<td>−1.01 (18, 9)</td>
<td>0.55 (18, 9)</td>
<td>CC</td>
</tr>
<tr>
<td>Mynatt et al. (1978)</td>
<td>F</td>
<td>−0.11 (5, 5)</td>
<td>1.10 (5, 5)</td>
<td>EC</td>
</tr>
<tr>
<td>Newman &amp; Layton (1984)</td>
<td>F</td>
<td>−0.36 (21, 10)</td>
<td>0.40 (21, 10)</td>
<td>EC</td>
</tr>
<tr>
<td>A. T. Smith (1980) D</td>
<td>F</td>
<td>−0.75 (21, 27)</td>
<td>0.08 (21, 27)</td>
<td>EC</td>
</tr>
<tr>
<td>Wilson (1978) D</td>
<td>F</td>
<td>−0.34 (23, 23)</td>
<td>0.00 (23, 23)</td>
<td>EC</td>
</tr>
<tr>
<td>Wilson (1978) D</td>
<td>S</td>
<td>−0.06 (23, 23)</td>
<td>0.00 (23, 23)</td>
<td>EC</td>
</tr>
</tbody>
</table>

**Note.** D after the name and date of a study indicates that it is an unpublished doctoral dissertation.  
*a* In this column, F denotes a free-choice dependent measure, and S denotes self-reported interest.  
*b* Numbers in parentheses after the $d$ value refer to sample sizes, with the experimental conditions reported first, followed by the sample size for the control groups.  
*c* Contingency refers to the following: EC = engagement-contingent; CC = completion-contingent; PC = performance-contingent.  
*d* In these cases, $d = 0.00$ was assigned to the study because relevant cell means were not reported.

---

5 The outliers for engagement-contingent free-choice were Boggiano et al. (1982), Brennan and Glover (1980), Danner and Lonky (1981, Exp. 1), Morgan (1983, Exp. 1), and Swann and Pittman (1977, Exp. 2). The outlier for completion-contingent free-choice was Deci (1972b). The outlier for performance-contingent free-choice was Pittman et al. (1977). The outliers for completion-contingent self-reports were Kruglanski et al. (1975, Exp. 1) and Wimperis and Farr (1979). The outlier for performance-contingent self-reports was Harackiewicz (1979).
-0.33 (CI = -0.41, -0.25); $Q_a(49) = 65.99, ns$; for completion-contingent rewards, $k = 20; d = -0.32$ (CI = -0.46, -0.19); $Q_a(19) = 33.05, p < .05$, so with 1 outlier removed to achieve homogeneity, $k = 19; d = -0.40$ (CI = -0.54, -0.25); $Q_a(18) = 23.16, ns$; and for performance-contingent rewards, $k = 32; d = -0.27$ (CI = -0.37, -0.17); $Q_a(31) = 64.39, p < .001$, so with 1 outlier removed to achieve homogeneity, $k = 31; d = -0.23$ (CI = -0.33, -0.13); $Q_a(30) = 45.43, ns$. To summarize, in the analysis of free-choice data, although the inclusion of the dull tasks weakened the composite $d$ values slightly, there were no instances in which the inclusion made a composite effect nonsignificant that had been significant.

For self-reports, with data from dull-task conditions included, the results for the aggregate categories were as follows: For all rewards, $k = 84; d = 0.04$ (CI = -0.01, 0.10); $Q_a(83) = 198.22, p < .001$; for all tangible rewards, $k = 70; d = -0.06$ (CI = -0.12, 0.00), $p < .05$; $Q_a(69) = 122.17, p < .0001$; and for all expected rewards, $k = 69; d = -0.06$ (CI = -0.12, -0.00), $p < .05$; $Q_a(68) = 116.38, p < .0001$. As with the free-choice data, in the contingency categories, we present composite effect sizes for homogeneous sets of effects. For engagement-contingent rewards, $k = 35; d = -0.15$ (CI = -0.24, -0.06); $Q_a(34) = 37.57, ns$; for completion-contingent rewards, $k = 15; d = -0.02$ (CI = -0.13, 0.17); $Q_a(14) = 41.00, p < .001$, so with 2 outliers removed to achieve homogeneity, $k = 13; d = -0.10$ (CI = -0.26, 0.05); $Q_a(12) = 16.30, ns$; and for performance-contingent rewards, $k = 30; d = -0.01$ (CI = -0.10, 0.08); $Q_a(29) = 44.97, p < .05$, so with 1 outlier removed to achieve homogeneity, $k = 29; d = 0.01$ (CI = -0.07, -0.10); $Q_a(28) = 34.00, ns$. To summarize, in the analysis of self-report data, the inclusion of the dull tasks weakened the composite $d$ values slightly, and there was one instance in which the inclusion made a composite effect size drop from significance to nonsignificance, namely, the completion-contingent rewards category. There was no evidence of enhancement in any category (except, of course, verbal rewards). All other aggregate and differentiated categories were not affected in terms of whether they were significant. Thus, the inclusion of the dull-task conditions did affect the results, but it accounted for a relatively small amount of the discrepancy between the results of our meta-analyses and those of Eisenberger, Cameron, and Pierce.

### Informational Versus Controlling Verbal Rewards

CET predicts that, in general, positive feedback enhances intrinsic motivation, and indeed, the meta-analyses provided strong confirmation of this prediction. However, within the theory, there is an important caveat distinguishing between positive feedback that is administered informationally and positive feedback that is administered contingently. CET predicts that controlling positive feedback leads to significantly less intrinsic motivation or interest than does informationally administered positive feedback. As shown in Table 9, 4 studies, 1 using a self-report measure (Kast & Connor, 1988) and the other 3 using a free-choice measure (Pittman et al., 1980; Ryan, 1982; Ryan et al., 1983), included both types of positive feedback and found substantially different results for the two types of verbal rewards.

The composite effect size for the 4 studies of informationally versus controllingly administered positive feedback was $d = -0.78$ (CI = -1.02, -0.54), indicating a large and highly significant effect in which controllingly administered positive feedback decreased intrinsic motivation relative to informationally administered positive feedback. Three of the 4 studies also had no-feedback control groups, and a very important result emerged from these studies. The composite effect size comparing informational positive feedback with a no-feedback control group yielded a composite $d = 0.66$ (CI = 0.28, 1.03), whereas the effect size comparing controlling positive feedback with a no-feedback group yielded a composite $d = -0.44$ (CI = -0.82, -0.07). This suggests that whereas informationally administered positive feedback enhances intrinsic motivation, controllingly administered positive feedback may actually decrease it.

In these studies, the positive feedback was made controlling by saying, for example, that someone had done very well, "just as you should" (Ryan et al., 1983, p. 745, italics added). The should statement is what made the feedback controlling and thus undermining of intrinsic motivation. Given how easy it is to use such statements in the real world, this finding emphasizes the practical complexity of providing positive feedback without its being detrimental.

One study (Ryan et al., 1983) examined the effects of informationally versus controllingly administered performance-contingent tangible rewards as well as the effects of informationally versus

### Table 9

**Effects of Informational Versus Controlling Verbal Rewards on Intrinsic Motivation, Presented as Cohen's d, Corrected for Sample Size**

<table>
<thead>
<tr>
<th>Study</th>
<th>Informational vs. controlling</th>
<th>Neutral vs. informational</th>
<th>Neutral vs. controlling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kast &amp; Connor (1988)</td>
<td>-1.39 (30, 30)</td>
<td>0.43 (30, 30)</td>
<td>-1.04 (30, 30)</td>
</tr>
<tr>
<td>Pittman et al. (1980)</td>
<td>-0.65 (36, 36)</td>
<td>1.06 (12, 12)</td>
<td>0.00 (12, 12)</td>
</tr>
<tr>
<td>Ryan (1982)</td>
<td>-0.65 (64, 64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ryan et al. (1983)</td>
<td>-0.63 (16, 16)</td>
<td>0.81 (16, 16)</td>
<td>0.21 (16, 16)</td>
</tr>
<tr>
<td>Overall: d (95% confidence interval)</td>
<td>-0.78 (0.54, 1.02)</td>
<td>0.66 (0.28, 1.03)</td>
<td>-0.44 (-0.82, -0.07)</td>
</tr>
</tbody>
</table>

*a In the first and third columns, a negative $d$ signifies undermining of intrinsic motivation in the controlling condition relative to the informational (first column) or neutral (third column) conditions. In the second column, a positive $d$ signifies enhancement in intrinsic motivation in the informational condition relative to the neutral condition. 

*b *Ns* for the conditions in each comparison are listed in parentheses after the effect sizes in the rows signifying particular studies.
controllingly administered verbal rewards. CET also predicts a significant difference for informational versus controlling tangible rewards. The results for the verbal-rewards comparisons in the Ryan et al. study are presented in Table 9, and the results for the informationally versus controllingly administered tangible-rewards comparisons in that study are as follows. With cell sizes of 16, the effect size for the informational versus controlling comparison was $d = -0.70$ (CI = -1.42, 0.01), suggesting that, as with verbal rewards, controlling administered tangible rewards undermined intrinsic motivation relative to informationally administered tangible rewards. The effect size comparing informationally administered tangible rewards with no rewards yielded a $d = 0.44$ (CI = -0.26, 1.14), suggesting enhancement by informational rewards, whereas the effect size comparing controllingly administered tangible rewards with no rewards yielded a $d = -0.29$ (CI = -0.98, 0.41), suggesting undermining by controlling rewards. The pattern and magnitude of these three $d$ values closely parallel the pattern and magnitude for informational versus controlling positive feedback and thus provide additional support for CET.

Discussion

The picture that emerged from these meta-analyses of 128 well-controlled experiments exploring the effects of extrinsic rewards on intrinsic motivation is clear and consistent. In general, tangible rewards had a significant negative effect on intrinsic motivation for interesting tasks, and this effect showed up with participants ranging from preschool to college, with interesting activities ranging from word games to construction puzzles, and with various rewards ranging from dollar bills to marshmallows. The only exception was that, although performance-contingent rewards undermined free-choice behavior, they did not affect self-reported interest. On the other hand, verbal rewards—or what is usually labeled positive feedback in the motivation literature—had a significant positive effect on intrinsic motivation, although the effect on free-choice behavior was found for college students but not children. In accord with the motivational and attributional theories, which predict that tangible rewards do not undermine intrinsic motivation when they are not expected or not contingent on task behavior, there was no significant undermining in those cases. The undermining effects were all considerably stronger for the free-choice measure than for the self-report measure, but the results for self-reports did parallel those for free-choice, with the already noted exception of performance-contingent rewards.

Fit of the Theories to the Data

Cognitive Evaluation Theory

CET has made differentiated predictions about the effects of rewards on intrinsic motivation for interesting activities, and the results of the present meta-analyses strongly support the theory’s predictions. Because the theory expects verbal and tangible rewards to work in opposite directions, it makes no predictions about the effects of all reward effects when verbal and tangible rewards are combined. The significant undermining of free-choice behavior by all rewards and the nonsignificant effect for self-reported interest have little theoretical meaning. They are simply a function of the number of tangible-reward studies versus verbal-reward studies that were identified and the relative effect size of each of those categories on the two dependent measures.

As expected, because positive feedback affirms competence if it is not administered controlling, it enhanced intrinsic motivation. Also as predicted, when positive feedback was administered controlling, it diminished intrinsic motivation. There was, however, the finding not predicted by CET that positive feedback did not enhance the free-choice intrinsic motivation of children. CET’s approach to this issue would be to investigate why children apparently experienced the feedback as more controlling than did college students. That investigation remains to be done, although we provide speculations later in this section.

Concerning expected tangible rewards that explicitly require involvement with the target task, CET predicts that they typically are experienced as controlling and thus decrease intrinsic motivation. As predicted, the results showed that both engagement-contingent and completion-contingent rewards did decrease free-choice intrinsic motivation and self-reported interest. Further, performance-contingent rewards, which are the most complex category, decreased free-choice behavior as expected, with the undermining tending to be less than for engagement-contingent and completion-contingent rewards, but they did not affect self-reports. CET analyzes performance-contingent rewards in terms of the informational and controlling aspects of rewards working in opposite directions, and it points out that the informational aspect of performance-contingent rewards is stronger than that of any other tangible-reward category. Thus, the theory expects that, in general, the undermining is less for performance-contingent rewards than for the other two reward contingencies. The fact that this reward contingency did not affect self-reported interest even though it negatively affected free-choice behavior is addressed as a methodological issue later in the article. Further, as predicted, unexpected rewards and task-noncontingent rewards did not have a detrimental effect because participants were not doing the task in order to get those rewards, so they did not feel controlled by them. In sum, then, the pattern of effects in our meta-analyses provided very strong support for CET in that the effects were virtually all as predicted by the theory.

Relatively little work has directly tested mediational effects of perceived locus of causality and perceived competence on people’s intrinsic motivation for interesting activities. Some studies have found that positive feedback enhanced intrinsic motivation as mediated by perceived competence (see, e.g., Blanck, Reis, & Jackson, 1984; Sansone, 1989; Vallerand & Reid, 1984), and some studies of performance-contingent rewards have shown that competence valuation is an important mediator of intrinsic motivation (Harackiewicz, Abrahams, & Wageman, 1987) and serves to make the informational aspect of rewards more salient (Harackiewicz et al., 1984). Less well researched has been the concept of perceived self-determination (i.e., perceived locus of causality) as a mediator of reward effects. Reeve and Deci (1996) showed that perceived self-determination as well as perceived competence mediated the effects of competition and competitive outcomes on intrinsic motivation, but a similar analysis has not been done with respect to...
reward effects. In sum, the present meta-analysis provides strong support for CET in the sense that the predictions made by the theory are supported by the data, but additional work remains to be done to explain the age effects and to show that perceived self-determination and perceived competence mediate these predicted effects.

The Attributional Approach

This approach, typified in the overjustification work of Lepper (1981), focuses on the discounting of intrinsic motivation in the presence of contingencies and the enhancement of intrinsic motivation in the presence of competence cues and makes predictions that are quite similar to those of CET. Results of the current meta-analyses are generally consistent with this approach also. As with CET, the attributional approach has not been well examined in terms of specific mediational processes, but a few studies have shown that rewarded subjects attribute their task performance less to internal causes (see, e.g., Brockner & Vasta, 1981; Pittman et al., 1977). Additional studies involving more formal mediational analyses would be useful.

The Behavioral Approaches

These theories received very little support from the current meta-analyses. The most differentiated and inclusive of the behavioral approaches (Eisenberger & Cameron, 1996) predicted that tangible rewards undermine intrinsic motivation only in what that study called the performance-independent conditions (i.e., the engagement-contingent and task-noncontingent conditions) and enhance or leave unchanged intrinsic motivation in any conditions where rewards are dependent on performance. The theoretical reasoning was that because performance-independent rewards convey that people cannot control desired outcomes, the rewards thus produce helplessness. This helplessness effect, Eisenberger and Cameron argued, has often been misinterpreted as the undermining of intrinsic motivation.

There are several problems with this reasoning. First, past evidence showing helplessness following receipt of uncontrollable positive outcomes is very scant, so predicting that engagement-contingent or task-noncontingent rewards induce helplessness does not have an established empirical basis. Further, the engagement-contingent category does not fit the definition of helplessness-inducing situations. Engagement-contingent rewards are explicitly given for merely doing a task. For example, in a study by Morgan (1981), subjects were told that they could select a reward "in return for working on the puzzle for 10 minutes" (p. 813). Thus, with engagement-contingent rewards, control over the rewards is clear and requires behavior that participants can perform. They control the desired outcome (viz., getting the reward) precisely by doing the target behavior. We have found nothing in the writings on helplessness theory by Seligman (1975) and his colleagues suggesting that such a situation induces helplessness, and we maintain that only task-noncontingent rewards, which do not require any explicit task behavior, could possibly fit the definition of helplessness-inducing conditions.

The present meta-analyses fail to support Eisenberger and Cameron's (1996) theoretical approach. First, using both dependent measures, our analyses showed that engagement-contingent rewards significantly undermined intrinsic motivation whereas task-noncontingent rewards did not. Because, as already noted, helplessness theory predicts that task-noncontingent rewards are more likely to induce helplessness than engagement-contingent rewards, the results, which showed just the opposite, fail to support that model. In fact, an examination of the results in the two articles by the Eisenberger, Cameron, and Pierce group reveals that they too found undermining for engagement-contingent but not for task-noncontingent rewards, so their own analyses argue against their model. Further, contrary to the Eisenberger and Cameron predictions, the present meta-analyses show that completion-contingent rewards undermined both free-choice intrinsic motivation and self-reported interest, and performance-contingent rewards undermined free-choice intrinsic motivation. Performance-contingent rewards did not affect self-reported interest, but that is the condition where Eisenberger and Cameron predicted the strongest enhancement.

Because the Eisenberger and Cameron (1996) helplessness hypothesis was formulated post hoc following their meta-analyses, it has received little direct test, so we looked for studies that might provide such a test and found two. In Weiner (1980), one group of rewarded participants was told that success at an anagram task was largely a matter of being lucky enough to find the right combinations, and the other group of rewarded participants was told that success depended on ability. Rewards for solving a puzzle due to luck should, if any rewards do, produce helplessness but in fact led to a large enhancement of free-choice behavior (d = 1.19). In contrast, rewards for solving a puzzle due to ability should, according to the Eisenberger and Cameron model, lead to enhance-
ment yet here led to undermining ($d = -0.69$). Further, in a study by Kruglanski et al. (1975, Exp. 1), one group got rewards for correctly guessing coin-flip outcomes (a task that is clearly luck based), and the rewards led to substantial enhancement of self-reported interest ($d = 3.09$), whereas another group got rewards for correctly constructing models (an effort/ability task), and the rewards led to undermining ($d = -0.87$). Thus, both studies yielded strong results that were exactly opposite of what the Eisenberger and Cameron model predicts.

Eisenberger and Cameron (1998) stated that they had done another meta-analysis in which they compared performance-contingent rewards that had specific performance standards (e.g., rewards for surpassing the 80th percentile) with comparable positive-feedback control groups, indicating that there were 4 such studies with the free-choice measure and 7 with the self-report measure and reporting that in both cases, these performance-contingent rewards significantly enhanced intrinsic motivation. They did not provide any methodological details, so it is difficult to know what comparisons they made, but there are two important points to keep in mind. First, there is the issue of whether the feedback control group was told before beginning that they would be evaluated. In the Harackiewicz et al. (1984, Exp. 1) study, which was of this type, performance-contingent rewards did not enhance either measure of intrinsic motivation relative to a no-reward group that got comparable feedback, but performance-contingent rewards did enhance both measures relative to a group that was told they would be evaluated and then got positive feedback. Thus, the more appropriate interpretation is that the rewards did not enhance intrinsic motivation but that the evaluation undermined it. Second, in some studies of performance-contingent rewards with performance standards, there were conditions where the standards signified good performance and conditions where they signified poor performance. One such study was Rosenfield et al. (1980), in which Cameron and Pierce collapsed across positive and negative performance conditions. In fact, as shown in Table 6 of our results, the rewards signifying good performance did not enhance intrinsic motivation relative to a control group with comparable positive feedback, but the rewards signifying poor performance did enhance intrinsic motivation relative to a control group with comparable negative feedback.

To evaluate the Eisenberger and Cameron (1998) claim, we examined the studies of performance-contingent rewards that met the criteria of specific performance standards and positive-feedback control groups. These were a subset of the positive-feedback control-group studies in Table 6 with the code of 3 in the final column. Six studies with a free-choice measure met the criteria (Harackiewicz et al., 1984, Exps. 1, 2, & 3; Lee, 1982; Rosenfield et al., 1980; Salancik, 1975). We used only conditions for which the normative feedback indicated that performance was above the 50th percentile, so the negative-feedback conditions in Rosenfield et al. and Salancik were excluded. For these six homogeneous effects, $d = -0.21$ (CI = -0.44, 0.03), $Q_{H}(5) = 6.61$, ns, thus contradicting the Eisenberger and Cameron claim that this type of reward enhances free-choice intrinsic motivation. Ten studies with a self-report measure met the criteria (the same 6 plus Efron, 1976; Harackiewicz, 1979; Harackiewicz & Manderlink, 1984; Harackiewicz et al., 1987). However, for 2 studies (Harackiewicz, 1979; Harackiewicz et al., 1987), not all performance-contingent rewards groups were relevant because not all worked with the normative standards, so the $d$ values used in this analysis for those 2 studies differed somewhat from the $d$ values reported in Table 6. For these 10 homogeneous effect sizes, $d = -0.02$ (CI = -0.20, 0.17), $Q_{H}(9) = 16.43$, ns, also contradicting the Eisenberger and Cameron claim that this type of reward enhances self-reported interest. In sum, there is no support for the Eisenberger and Cameron claim that was said to have come from their 1998 meta-analysis.

Further, concerning the adequacy of the behavioral approaches for explaining intrinsic motivation phenomena, it is worth noting that, unlike the motivational and attributional approaches, the behavioral theories have not been generalized to conceptually similar issues such as how other external events such as deadlines (Amabile et al., 1976), competition (Deci, Betley, et al., 1981; Reeve & Deci, 1996), and choice (Zuckerman et al., 1978) affect intrinsic motivation. Finally, behavioral theories have not distinguished between interesting and uninteresting tasks but have claimed that reward effects on all tasks should be the same even though the data show clearly that they are not.

### The Free-Choice and Self-Report Measures

Results of the two primary meta-analyses indicate that the pattern of reward effects on intrinsic motivation was similar when assessed with the two commonly used dependent measures, although the effects on free choice were much stronger than on self-reports. It is thus interesting to consider further the two measures (Quattrone, 1985) that were found in the current analyses to have an average correlation of about 0.35 for those studies where the correlations were reported.

Each has been useful as a measure of intrinsic motivation in some studies, but each has a disadvantage that could cause different potential problems. With self-reports of interest/enjoyment for a rewarded task, people may confuse their enjoyment of the reward with their interest in the task. To the extent that this happens, it inflates self-reports of interest in the rewards conditions relative to the control group, leading to an underestimation of the undermining by rewards. As for the free-choice measure, the potential problem is that the extrinsic motivation manipulated in the experimental phase could possibly persist into the free-choice period, leading to some free-choice behavior that is a reflection of extrinsic, rather than intrinsic, motivation. To the extent that this happens, it inflates the free-choice measure in the rewards group relative to the control group, leading to an underestimation of the undermining by tangible rewards.

Elsewhere (Ryan, Koestner, & Deci, 1991), we have argued that the best way to ensure one is assessing intrinsic motivation is to measure both free-choice behavior and self-reported interest and to consider them intrinsic motivation only when they correlate within conditions or studies. Unfortunately, relatively few studies have measured both and reported the correlations, so we are left with the question of which measure is the more accurate indicator of intrinsic motivation in rewards studies. We believe that free-choice behavior is a more valid measure of intrinsic motivation and thus that the set of findings for the free-choice measure is the more accurate indicator of the actual effects of rewards on intrinsic motivation. There are several reasons for this.
First, the free-choice behavioral measure is typically unobtrusive; in other words, participants typically believe that the experimenter is not going to know whether they have persisted at the activity during the free-choice period. Thus, demand characteristics and other interpersonal considerations are not likely to affect the free-choice measure. On the other hand, participants know that the experimenter is going to see their answers on the self-report measure, and the questions are typically quite transparent, so demand characteristics could play a larger role with that measure. Second, the reliability of the self-report measures of interest is unknown, and because many studies have used only one (or very few) items, the measures may suffer from low reliability. Third, the primary problem associated with the free-choice measure (viz., that extrinsic motivation could undermine free-choice persistence) is not likely to operate when the extrinsic motivation is the pursuit of a tangible reward because tangible-reward contingencies can be clearly terminated. It is in conditions of ego-involved extrinsic motivation (which is an intrapsychic state that cannot be easily terminated by the experimenter) where this problem has been observed (Ryan et al., 1991). Furthermore, even if this problem had been operative in reward conditions, it would have decreased (rather than increased) the negative effect sizes for the free-choice measure. On the other hand, the primary problem associated with the self-report measure (viz., that it could reflect people’s enjoyment of the reward as well as the task) could easily have been operative in these studies, leading to higher levels of self-reported interest in the rewards conditions than would otherwise have been the case. This provides a plausible account of why the undermining was weaker for the self-report than for the free-choice measure. Finally, the simple fact that we had to impute effects of 0.00 for the self-report measure in 26 out of 121 cases (21%), whereas we had to impute effects of 0.00 for the free-choice measure in only 8 out of 150 cases (5%), is itself indication that the self-report measure is less effective than the free-choice measure.

**Age Effects**

Our meta-analyses at the level of all tangible rewards showed that tangible rewards are more detrimental for children than for college students on both measures and that verbal rewards do not enhance free-choice behavior for children although they do for undergraduates. This set of findings has never been predicted before, and the issue has not been previously examined, so we can only speculate about what might be occurring. There are of course many differences between the capacities and experiences of children and college students that could be involved in this difference. First, it is likely that children ongoingly experience more attempts by adults to regulate their behavior with rewards and other potentially controlling contingencies than do college students. Second, college students have greater cognitive capacity for separating the informational and controlling aspects of rewards and are also more accustomed to operating with performance-goal orientations, so they may be more ready to interpret rewards as indicators of their effective performance than as controllers of their behavior (see, e.g., Elliot & Harackiewicz, 1994; Harackiewicz & Elliot, 1993). Third, undergraduates typically have had more experience as participants in research and may have more expectations about whether rewards are appropriate in such situations than do children, and those expectations could affect how they experience the rewards.

**Implications for Use of Rewards in the Real World**

Our findings raise deeply important questions about when and how to use rewards in real-world settings. First, we address tangible rewards, then verbal rewards.

**Tangible Rewards**

The findings indicate that tangible rewards offered for engaging in, completing, or doing well at a task were deleterious to intrinsic motivation, particularly as assessed with free-choice behavior, but that unexpected and task-noncontingent rewards had no effect on intrinsic motivation. Thus, if people use tangible rewards, it is necessary that they be extremely careful if they are concerned about the intrinsic motivation and task persistence of the people they are rewarding. Consider several points in this regard.

First, unexpected rewards, which were not detrimental, may be a way, upon occasion, to convey appreciation for a task well done without harming intrinsic motivation. But one must be mindful that people may begin to expect the “unexpected” rewards if they are given very often.

Second, task-noncontingent rewards were also found not to be detrimental, but these rewards, by definition, do not provide a means of expressing appreciation for doing a task or doing it well because they are not linked to the task. Thus, their potential use is quite limited. In fact, their primary utility may be in situations where rewards are necessary but are not used to convey information or to motivate performance (e.g., paying people a salary for occupying a job).

Third, the style of administering tangible rewards also influences their effect. According to CET, rewards given informationally tend to have a less negative (or more positive) effect on intrinsic motivation than do those given controllingly, although only the Ryan et al. (1983) study has examined and confirmed this prediction for tangible rewards. There is an important finding because it means that even though the controlling aspect of tangible rewards is very strong, it may be possible to administer tangible rewards informationally so as not to have a negative effect.

Research by Deci, Nezlek, et al. (1981), Koestner, Ryan, Bernieri, and Holt (1984), and Deci et al. (1994) suggests that making rewards more informational requires (a) minimizing the use of authoritarian style and pressuring locution, (b) acknowledging good performance but not using rewards to try to strengthen or control the behavior, (c) providing choice about how to do the

---

7 Because tangible rewards were very detrimental for children, but the types of tangible rewards were quite varied, we did an additional pair of comparisons between the effects of tangible concrete rewards that children desire, such as toys or candy, and the effects of tangible symbolic rewards, such as a “good player” certificate. There were no differences. For free-choice, with 28 concrete-reward studies, \( d = -0.44 \) (CI = -0.54, -0.33), and with 15 symbolic-reward studies, \( d = -0.42 \) (CI = -0.57, -0.27), \( Q_s(1) = 0.03, ns \). For self-report, with 17 concrete-reward studies, \( d = -0.24 \) (CI = -0.36, -0.11), and with 4 symbolic-reward studies, \( d = -0.18 \) (CI = -0.44, 0.07), \( Q_s(1) = 0.14, ns \).
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Extrinsic rewards seem to be more detrimental for children than for college students has many potential implications. Clearly, it implies that such rewards must be used extraordinarily carefully with children in schools, homes, and elsewhere so as not to negatively affect their intrinsic motivation.

Finally, in the real world, when rewards are used to signify competence (i.e., when they are performance-contingent), there likely is a substantial portion of people who receive less than maximal rewards because they do not perform up to the specified standards. For these people, the failure to get the maximum reward may be experienced as negative feedback and could be highly detrimental because the reward structure is not only controlling but also conveys negative-competence information. In fact, the meta-analyses demonstrate that, relative to a no-rewards no-feedback control group, people in a performance-contingent rewards group who got less than the maximum rewards showed larger undermining of free-choice intrinsic motivation ($d = -0.88$) than did people in any other reward or reward-contingency group we examined. Further, a study by Pritchard, Campbell, and Campbell (1977), which was not used in our meta-analyses because participants who did not do well did not get rewards, showed very large undermining on both free-choice intrinsic motivation ($d = -0.95$) and self-reported interest ($d = -0.76$).

Recently, behaviorally oriented theorists such as Eisenberger and Cameron (1996) have advocated widespread use of performance-contingent and completion-contingent rewards. From the present meta-analyses, one can see that this advocacy is inconsistent with the empirical results indicating clearly that, for interesting activities, performance-contingent rewards have a detrimental effect on free-choice persistence and that completion-contingent rewards have a detrimental effect on both measures of intrinsic motivation. Thus, the use of such rewards in schools could be very detrimental to intrinsic motivation, which has been shown to relate positively to both cognitive outcomes (see, e.g., Grodnick & Ryan, 1987; Utman, 1997), well-being (see, e.g., Deci, Nezlek, et al., 1981; Ryan & Grodnick, 1986), and behavioral persistence (Vallerand, Fortier, & Guay, 1997).

**Verbal Rewards**

From the time of the first intrinsic motivation experiment (Deci, 1971), there has been evidence that recipients experience verbal rewards (i.e., positive feedback) differently from tangible rewards. The results of our meta-analyses confirm this and suggest that positive feedback can have an enhancing effect on intrinsic motivation. In part, this is because verbal rewards are typically unexpected. In fact, it is not exactly clear how one defines an expected verbal reward. One possibility is that verbal rewards could be praise statements that people come to expect from repeated experiences. If people always get verbal rewards when doing a particular task or when with a particular person, they might well come to expect such rewards. If people engage in interesting activities specifically because they expect to get verbal rewards, we predict that the rewards undermine intrinsic motivation, although we know of no research testing this. The other possibility is that expected verbal rewards would be the positive feedback statements that follow task engagement when people have been told they would be evaluated. In fact, 3 studies (Harackiewicz et al., 1984, Exps. 1 and 3; W. E. Smith, 1975) have investigated the effects on free-choice intrinsic motivation of people being told they would get performance feedback and then being given positive feedback after they finished the task. We examined the effects of these conditions meta-analytically and found that anticipated evaluation (when followed by positive feedback) led to significant undermining of free-choice behavior with a composite effect size of $d = -0.40$ ($CI = -0.71, -0.09$). It seems, therefore, that expected verbal rewards may undermine intrinsic motivation just as expected tangible rewards do.

To summarize, verbal rewards may have positive effects in part because they are typically unexpected; however, according to CET, it is primarily because verbal rewards provide an affirmation of competence that they can enhance intrinsic motivation.

It is important, however, to consider the conclusion of enhancement by verbal rewards in light of three other findings. First, our meta-analysis indicated that verbal rewards did not enhance children's behavioral display of intrinsic motivation. Second, 4 studies considered in a supplemental meta-analysis indicated that the informational versus controlling administration of positive feedback moderates the effects of the feedback. When positive feedback is administered controllingly, the negative effect of the control counteracts the positive effects of the information, leading to an undermining of intrinsic motivation by the positive feedback (Kast & Connor, 1988; Pittman et al., 1980; Ryan et al., 1983). Third, although we did not investigate this meta-analytically, studies by Deci, Cascio, and Krusell (1975), Koestner, Zuckerman, and Koestner (1987), and Kast and Connor (1988) indicate that there is a tendency for verbal rewards to be experienced more controllingly by female participants than by male participants, which has led to decrements in intrinsic motivation for female participants even when there are increments for male participants. Thus, not only is it likely that verbal rewards undermine intrinsic motivation when administered controllingly (Kast & Connor, 1988; Ryan, 1982), but it is possible that they also undermine the intrinsic motivation of female participants even when they are relatively ambiguous with respect to information versus control (Deci et al., 1975; Kast & Connor, 1988). The absence of an effect for children, the moderating effect by the interpersonal style of the rewarder, and the possible gender effects all suggest that Cameron and Pierce (1994) and Eisenberger and Cameron (1996) were premature in advocating the widespread use of verbal rewards in educational settings.

**The Power of Rewards**

There is no lack of agreement between our viewpoint and that of the operant and neo-operant theorists about the power of rewards to control behavior. It is clear that rewards can be used as a technique of control; indeed, CET specifically proposes that it is because people are controlled by rewards that they become less intrinsically motivated. Any lack of agreement concerns the unintended consequences of rewards being used to control behavior.
It is worth noting that the rewards issue is merely a special case of a more general issue, namely, the control versus self-determination of human behavior in social contexts. Many aspects of the interpersonal environment in addition to rewards have been shown to affect intrinsic motivation—either undermining or enhancing it—as a function of being experienced primarily as controlling versus informational. Events such as deadlines (Amabile et al., 1976), evaluations (W. E. Smith, 1975), and imposed goals (Mossholder, 1980) have been found to undermine intrinsic motivation, whereas other events such as the provision of choice (Zuckerman et al., 1978) and the acknowledgment of feelings (Koestner et al., 1984) have been found to enhance intrinsic motivation. Still other events such as limits (Koestner et al., 1984) and competition (Reeve & Deci, 1996) have been found either to undermine intrinsic motivation if they are made controlling (for example, by strongly emphasizing the importance of beating the other player) or to enhance intrinsic motivation if they are made informational (for example, by focusing on the individual’s playing well in a challenging situation). Similarly, studies have found classroom climates and work climates that are experienced as controlling to be associated with decrements in intrinsic motivation and related variables, relative to climates that are experienced as informational (deCharms, 1976; Deci et al., 1989; Deci, Schwartz, et al., 1981; Ryan & Grolnick, 1986).

Serious consideration of the control versus self-determination of behavior not only yields important insights into such issues as conceptual learning (Grolnick & Ryan, 1987), work performance (Baard, Deci, & Ryan, 1998), and creativity (Amabile, 1996) but also leads one to think about how to promote versus forestall the development of self-regulation (Deci & Ryan, 1991; Lepper, 1983; Ryan, 1993). Although aspects of the social environment that tend to be controlling can be effective in producing behaviors, they are quite ineffective in promoting self-regulation. Considerable research has now shown, for example, that minimizing control in the social context is important not only for maintaining intrinsic motivation but also for promoting more integrated and volitional extrinsically motivated behavior (Deci et al., 1994; Grolnick & Ryan, 1989; Ryan & Connell, 1989; G. C. Williams, Grow, Freedman, Ryan, & Deci, 1996).

**The Meaning of Intrinsic Motivation**

In the typical intrinsic-motivation experimental paradigm, the undermining effect shows up as a postreward response rate that is below the response rate of a no-rewards comparison group (and thus, implicitly, below the prereward baseline). Because this finding is contrary to a central tenet of operant theory, it has led to controversy. From our perspective, though, the findings are not primarily about response rates. They are about an important, though somewhat vulnerable, source of human motivation that we refer to as intrinsic motivation, and they are about the broader issues of human autonomy and volition. The findings from the present meta-analyses can be understood in terms of their relevance to the issue of human autonomy only if they are thoughtfully considered with respect to the real meaning of intrinsic motivation.

Intrinsic motivation energizes and sustains activities through the spontaneous satisfactions inherent in effective volitional action. It is manifest in behaviors such as play, exploration, and challenge seeking that people often do for no external rewards. It is thus a prototypic instance of human freedom or autonomy in that people engage in such activity with a full sense of willingness and volition. According to CET, intrinsic motivation is an inherent motivational tendency that has evolved because it entails many adaptive advantages (Ryan, Kuhl, & Deci, 1997), but it still requires environmental supports. CET proposes that the necessary supports are opportunities to satisfy the innate needs for competence and self-determination. By taking account of these inherent needs and their relation to intrinsic motivation, CET has been effective in predicting the impact of extrinsic rewards and other environmental factors on intrinsic motivation and related dependent variables.

**The Importance of Cognitive Interpretations**

For more than 25 years, we have argued that predictions about the effects of rewards necessitate a differentiated analysis of how the rewards are likely to be interpreted by the recipients based on a consideration of the type of rewards (Deci, 1971, 1975), the type of contingency (Ryan et al., 1983), the type of participants (Deci et al., 1975), and the type of interpersonal climate within which the rewards are administered (Deci, Nezlek, et al., 1981; Ryan et al., 1983).

Each of these factors provides researchers with useful information that allows meaningful predictions about whether rewards are experienced primarily as controllers of behavior or primarily as affirmations of competence. Using this approach, we have not only been successful in predicting the pervasive undermining of intrinsic motivation by most tangible reward contingencies, but we have also been able to predict when tangible rewards are not detrimental (viz., when they are unexpected, task-noncontingent, or administered informationally) and when verbal rewards enhance versus diminish intrinsic motivation.

One of the reasons that the undermining of intrinsic motivation by tangible rewards has become what Eisenberger and Cameron (1996) called the “conventional view” (p. 1153) is that it fits well with modern cognitively oriented theories of psychology. As early as 1961, Festinger (1961) suggested that it is not the reward per se, but rather its meaning to the recipient, that determines the reward’s effects. Similarly, several other social–cognitive theoretical approaches such as self-attribution (Lepper et al., 1973), motivational systems (FORD, 1992), goal orientations (AMES, 1984; Dweck, 1986; Nicholls, 1984), reactance (Brehm, 1966), activity engagement (HIGGINS & TROPE, 1990), action identification (VAILLANT & WEGNER, 1987), and personal causation (deCharms, 1968) all predict that rewards, under some nontrivial conditions, undermine intrinsic motivation. Even though that phenomenon is not a central concern of each theory, each theory does emphasize that cognitive interpretations of external events affect motivation, affect, and behavior. In line with those theories, the current meta-analysis supports the importance of cognitive mediators of rewards and feedback, further emphasizing the importance of human experience in understanding how environmental events influence subsequent behavior.

**Concluding Comments**

Careful consideration of reward effects reported in 128 experiments leads to the conclusion that tangible rewards tend to have a
substantially negative effect on intrinsic motivation, with the limiting conditions we have specified. Even when tangible rewards are offered as indicators of good performance, they typically decrease intrinsic motivation for interesting activities.

Although rewards can control people’s behavior—indeed, that is presumably why they are so widely advocated—the primary negative effect of rewards is that they tend to forestall self-regulation. In other words, reward contingencies undermine people’s taking responsibility for motivating or regulating themselves. When institutions—families, schools, businesses, and athletic teams, for example—focus on the short term and opt for controlling people’s behavior, they may be having a substantially negative long-term effect. Furthermore, as noted by Kohn (1993), when organizations opt for the use of rewards to control behavior, the rewards are likely to be accompanied by greater surveillance, evaluation, and competition, all of which have also been found to undermine intrinsic motivation (Deci & Ryan, 1985).

Research has shown the value of being intrinsically motivated in many applied settings such as education, sports, and work environments. In addition, research on intrinsic motivation has focused attention on the more general benefits of supports for autonomy and competence for motivated persistence, performance, and well-being. Many social institutions face problems including alienation, detachment, and disengagement that could be at least partially ameliorated by promoting higher levels of intrinsic motivation and self-determination. Strategies focused on optimizing the psychological need satisfactions associated with active engagement of various tasks within specific performance settings thus offer important alternatives to the use of rewards and other social controls to motivate behavior. As research has shown, there are conditions under which tangible rewards do not necessarily undermine intrinsic motivation, but the evidence indicates clearly that strategies that focus primarily on the use of extrinsic rewards do, indeed, run a serious risk of diminishing rather than promoting intrinsic motivation.
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Appendix A

Studies Used in Our Meta-Analyses

A list of each study used in our meta-analyses. A D following the name and date indicates an unpublished dissertation. The second column indicates types of rewards and/or reward contingencies, followed by whether the dependent measure was free-choice behavior or self-reported interest. (Codes appear in the Note to Appendix Table A1.) Finally, we explain whether our treatment of the study and results differed from Cameron and Pierce’s (1994). If a study was coded the same, the same control groups were used in the comparisons, and the effect sizes we reported did not differ from the effect sizes Cameron and Pierce reported by more than 0.10 in either direction, we noted that the study was the same in the two meta-analyses. If there was a difference, we explained what it was.

Table A1

Studies Used in Our Meta-Analyses Compared With Cameron and Pierce (1994)

<table>
<thead>
<tr>
<th>Study</th>
<th>Variables</th>
<th>Comparison with Cameron &amp; Pierce’s (1994) analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amabile et al. (1986), Exp. 1</td>
<td>E, 1, F, S</td>
<td>Same.*</td>
</tr>
<tr>
<td>Amabile et al. (1986), Exp. 3</td>
<td>E, 2, S</td>
<td>Same.</td>
</tr>
<tr>
<td>R. Anderson et al. (1976)</td>
<td>V, E, 1, F</td>
<td>This had multiple no-reward control groups. We selected the one recommended as appropriate by the study’s authors and comparable to ones used for other studies in this meta-analysis. C &amp; P used a control group that the authors said was inappropriate, in which the experimenter avoided eye contact with the young children and ignored their attempts to interact, even though there were just the two people in the room. The study’s authors said that this condition was uncomfortable, even painful, for both the children and experimenter. Not surprisingly, that group showed free-choice intrinsic motivation that was considerably lower than any other group.</td>
</tr>
<tr>
<td>S. Anderson &amp; Rodin (1989)</td>
<td>V, 2, S</td>
<td>Nearly the same.* Both meta-analyses treated the composite dependent variable as self-report.</td>
</tr>
<tr>
<td>Arkes (1979)</td>
<td>C, 2, F, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Arnold (1976)</td>
<td>E, 2, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Bartelme (1983) D</td>
<td>P, 2, S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Blancket al. (1984), Exp. 1</td>
<td>V, 2, F, S</td>
<td>Same for free-choice; nearly the same for self-report.</td>
</tr>
<tr>
<td>Blancket al. (1984), Exp. 2</td>
<td>V, 2, F, S</td>
<td>Excluded, Type II.*</td>
</tr>
<tr>
<td>Boggiano &amp; Ruble (1979)</td>
<td>E, P, 1, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Boggiano et al. (1982)</td>
<td>E, 1, F</td>
<td>Same.</td>
</tr>
<tr>
<td>Boggiano et al. (1985)</td>
<td>E, C, P, 1,F</td>
<td>The study’s authors crossed reward contingency with salience of reward. They referred to the two reward contingencies as task-contingent and performance-contingent, and C &amp; P coded them that way, treating the task-contingent conditions as engagement-contingent. However, the salience manipulation in the task-contingent condition changed the contingency. In the low-salience group, rewards were given simply for working on the puzzles, which makes the rewards engagement-contingent, but in the high-salience group, rewards were given for each puzzle completed, which makes the rewards completion-contingent. This was engagement-contingent because participants got rewards if they “work[ed] with the Soma puzzle for at least 8 minutes” (p. 29), but C &amp; P coded it task-noncontingent. Further, C &amp; P combined two control groups, including one that had not worked on the task for the same amount of time as the rewards group during the experimental period; but we used only the control group that had worked on the task for the same amount of time.</td>
</tr>
<tr>
<td>Brennan &amp; Glover (1980)</td>
<td>E, 2, F</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Butler (1987)</td>
<td>V, 1, S</td>
<td>This study provided monetary rewards for completing a set of puzzles, thus making it completion-contingent, but C &amp; P coded it engagement-contingent. Also, C &amp; P collapsed across interesting and dull tasks. Both meta-analyses treated the composite dependent variable as self-report.</td>
</tr>
<tr>
<td>Calder &amp; Staw (1975)</td>
<td>C, DT, 2, S</td>
<td>Excluded, Type III.*</td>
</tr>
<tr>
<td>Chang (1995)</td>
<td>E, P, DT, 1,F</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Crino &amp; White (1982)</td>
<td>V, 2, F, S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Daniel &amp; Eiser (1980)</td>
<td>P, D, 2, F,S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Danner &amp; Lonky (1981), Exp. 2</td>
<td>V, E, 1, F,S</td>
<td>In this study, participants were told they could win up to $2 “depending on how quickly they correctly assembled the 10 puzzles” (p. 568). This conveyed that the rewards depended on doing well relative to a standard and not just on finishing the puzzles. Thus, we coded it performance-contingent, but C &amp; P coded it completion-contingent. Also, C &amp; P collapsed across interesting and dull tasks.</td>
</tr>
<tr>
<td>Deci (1971), Exp. 1</td>
<td>C, 2, F, S</td>
<td>Nearly the same.</td>
</tr>
<tr>
<td>Deci (1971), Exp. 3</td>
<td>V, 2, F, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Deci (1972a)</td>
<td>N, 2, F</td>
<td>Same.</td>
</tr>
</tbody>
</table>
### Table A1 (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Variables</th>
<th>Comparison with Cameron &amp; Pierce’s (1994) analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deci (1972b)</td>
<td>V, C, 2, F</td>
<td>Same.</td>
</tr>
<tr>
<td>Deci et al. (1975)</td>
<td>V, 2, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>DeLosch et al. (1983)</td>
<td>E, 1, F</td>
<td>Same.</td>
</tr>
<tr>
<td>Dimitroff (1984) D</td>
<td>E, 1, F, S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Dollinger &amp; Thelen (1978)</td>
<td>V, P, 1, F, S</td>
<td>This had three tangible-rewards groups, a verbal-rewards group, and a control group. C &amp; P inappropriately collapsed across verbal and tangible rewards, and they did not use the free-choice data.</td>
</tr>
<tr>
<td>Earn (1982)</td>
<td>N, 2, F, S</td>
<td>Rewards were given &quot;simply for participating in the study&quot; (p. 364), which makes it task-noncontingent, but C &amp; P coded it engagement-contingent.</td>
</tr>
<tr>
<td>Efron (1976) D</td>
<td>V, E, P, 2, S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Eisenstein (1985)</td>
<td>U, C, DT, 1, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Enzle et al. (1991)</td>
<td>C, P, 2, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Fabes (1987), Exp. 1</td>
<td>C, P, 1, F</td>
<td>Same for the performance-contingent condition. For the other condition, participants were given rewards &quot;when they finished&quot; (p. 8) a block construction, making the condition completion-contingent, but C &amp; P coded it engagement-contingent. This study used the same procedure as the completion-contingent condition in Fabes (1987, Exp. 1), making it completion-contingent, but C &amp; P coded it engagement-completion.</td>
</tr>
<tr>
<td>Fabes (1987), Exp. 2</td>
<td>C, 1, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Fabes et al. (1986)</td>
<td>E, 1, F, S</td>
<td>Same for free-choice, but C &amp; P did not include the self-report. In this study, children selected a face ranging from frown to smile to reflect how much they enjoyed the task; a procedure that is common for obtaining self-report data from young children.</td>
</tr>
<tr>
<td>Fabes et al. (1988)</td>
<td>E, 1, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Fabes et al. (1989)</td>
<td>E, 1, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Feehan &amp; Enzle (1991), Exp. 2</td>
<td>C, 2, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>G. S. Goldstein (1980) D</td>
<td>C, 2, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Harackiewicz et al. (1984), Exp. 1</td>
<td>P, 1</td>
<td>Same coding for completion-contingent. In engagement-contingent, participants were paid 75 cents for the 20 minute task, but C &amp; P coded it as task-noncontingent. Also, C &amp; P collapsed across interesting and dull tasks.</td>
</tr>
<tr>
<td>Harackiewicz et al. (1984), Exp. 2</td>
<td>U, P, 2, F, S</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P excluded the two performance-contingent rewards groups.</td>
</tr>
<tr>
<td>Harackiewicz et al. (1984), Exp. 1</td>
<td>U, P, 2, F, S</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P excluded the two performance-contingent rewards groups.</td>
</tr>
<tr>
<td>Harackiewicz et al. (1987)</td>
<td>P, 1, S</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P made an error in the self-report effect size for performance-contingent, showing it as enhancement when in fact it was undermining with a d = -0.16.</td>
</tr>
<tr>
<td>Hitt et al. (1992)</td>
<td>C, 1, F</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Hyman (1985) D</td>
<td>E, DT, 1, F</td>
<td>Same for verbal rewards. Nearly the same for engagement-contingent. C &amp; P excluded the two performance-contingent rewards groups.</td>
</tr>
<tr>
<td>Kast &amp; Connor (1988)</td>
<td>V, IC, 1, S</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P made an error in the self-report effect size for performance-contingent, showing it as enhancement when in fact it was undermining with a d = -0.16.</td>
</tr>
<tr>
<td>Koestner et al. (1987)</td>
<td>V, 2, F, S</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P made an error in the self-report effect size for performance-contingent, showing it as enhancement when in fact it was undermining with a d = -0.16.</td>
</tr>
<tr>
<td>Kruglanski et al. (1971)</td>
<td>N, 1, S</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P made an error in the self-report effect size for performance-contingent, showing it as enhancement when in fact it was undermining with a d = -0.16.</td>
</tr>
<tr>
<td>Kruglanski et al. (1972)</td>
<td>U, 1, S</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P made an error in the self-report effect size for performance-contingent, showing it as enhancement when in fact it was undermining with a d = -0.16.</td>
</tr>
<tr>
<td>Kruglanski et al. (1975), Exp. 1</td>
<td>C, 1, S</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P made an error in the self-report effect size for performance-contingent, showing it as enhancement when in fact it was undermining with a d = -0.16.</td>
</tr>
<tr>
<td>Kruglanski et al. (1975), Exp. 2</td>
<td>P, 1, S</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P made an error in the self-report effect size for performance-contingent, showing it as enhancement when in fact it was undermining with a d = -0.16.</td>
</tr>
<tr>
<td>Lepper et al. (1973)</td>
<td>U, E, 1, F</td>
<td>Same coding. Same effect sizes for engagement-contingent. C &amp; P made an error in the self-report effect size for performance-contingent, showing it as enhancement when in fact it was undermining with a d = -0.16.</td>
</tr>
<tr>
<td>Lepper et al. (1982), Exp. 3</td>
<td>E, 1, F</td>
<td>Excluded, Type II.</td>
</tr>
</tbody>
</table>

* (table continues)
<table>
<thead>
<tr>
<th>Study</th>
<th>Variables</th>
<th>Comparison with Cameron &amp; Pierce’s (1994) analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liberty (1986), Exp. 1 D</td>
<td>C, 2, F, S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Liberty (1986), Exp. 2 D</td>
<td>C, 2, F, S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Loveland &amp; Olley (1979)</td>
<td>E, DT, 1, F</td>
<td>Same coding, but C &amp; P collapsed across interesting and dull tasks.</td>
</tr>
<tr>
<td>Luyten &amp; Lens (1981)</td>
<td>C, P, 2, F, S</td>
<td>Same for performance-contingent. In the other rewards condition, participants were paid after each of three puzzles they solved, so it was completion-contingent, but C &amp; P coded it as engagement-contingent.</td>
</tr>
<tr>
<td>Mcloyd (1979)</td>
<td>C, DT, 1, F</td>
<td>Coded the same, but C &amp; P collapsed across interesting and dull tasks.</td>
</tr>
<tr>
<td>Morgan (1981), Exp. 1</td>
<td>E, 1, F, S</td>
<td>Same on free-choice; nearly the same on self-report.</td>
</tr>
<tr>
<td>Morgan (1981), Exp. 2</td>
<td>E, 1, F, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Morgan (1983), Exp. 1</td>
<td>E, 1, F, S</td>
<td>Same on free-choice; nearly the same on self-report.</td>
</tr>
<tr>
<td>Morgan (1983), Exp. 2</td>
<td>E, 1, F, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Myatt et al. (1978)</td>
<td>E, DT, 1, F</td>
<td>Coded the same, but C &amp; P collapsed across interesting and dull tasks.</td>
</tr>
<tr>
<td>Newman &amp; Layton (1984)</td>
<td>E, DT, 1, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Okano (1981), Exp. 1</td>
<td>E, 1, F, S</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Okano (1981), Exp. 2</td>
<td>N, E, 1, F, S</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Orlick &amp; Mosher (1978)</td>
<td>V, U, P, 1, F</td>
<td>Same coding for verbal and unexpected. In performance-contingent, children got rewards “if you do a good job today and tomorrow on the balance board” (p. 31), but C &amp; P coded it as completion-contingent. There were discrepancies in the effect sizes.</td>
</tr>
<tr>
<td>Patrick (1985) D</td>
<td>E, P, 1, F, S</td>
<td>Same for verbal and unexpected. C &amp; P did not report how they coded the tangible expected rewards condition, which was performance-contingent.</td>
</tr>
<tr>
<td>Pong &amp; Meindl (1982)</td>
<td>E, 1, F</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Pittman et al. (1977)</td>
<td>E, P, 2, F, S</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Pittman et al. (1980)</td>
<td>P, 2, F, S</td>
<td>Same coding, but C &amp; P used only self-report. We also used free-choice persistence, calculated as the number of trials.</td>
</tr>
<tr>
<td>Pittman et al. (1982), Exp. 1</td>
<td>V, IC, 2, F</td>
<td>Same except that C &amp; P did not do an analysis of informational versus controlling positive feedback.</td>
</tr>
<tr>
<td>Pittman et al. (1982), Exp. 2</td>
<td>N, E, 1, F</td>
<td>Same codings and nearly the same free-choice effects. C &amp; P imputed a self-report value of 0.00, but participants were not asked how interesting or enjoyable they found the activity.</td>
</tr>
<tr>
<td>Pretty &amp; Seligman (1984), Exp. 1</td>
<td>C, 2, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Pretty &amp; Seligman (1984), Exp. 2</td>
<td>V, U, E, 2, F, S</td>
<td>Same for unexpected and engagement-contingent. Nearly the same for verbal on free-choice.</td>
</tr>
<tr>
<td>Reis &amp; Sushinsky (1975), Exp. 1</td>
<td>U, E, 2, F, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Rosenfield et al. (1980)</td>
<td>E, 1, F</td>
<td>Same.</td>
</tr>
<tr>
<td>Ross (1975), Exp. 1</td>
<td>N, E, 1, F</td>
<td>Same for free-choice; C &amp; P did not include self-report.</td>
</tr>
<tr>
<td>Ross (1975), Exp. 2</td>
<td>E, 1, F, S</td>
<td>Same for engagement-contingent. In the other group, children were rewarded for waiting, which is task-noncontingent, but C &amp; P coded it engagement-contingent.</td>
</tr>
<tr>
<td>Ryan (1982)</td>
<td>IC, 2, F</td>
<td>We included this study only in the supplemental meta-analysis of informational versus controlling verbal rewards. C &amp; P excluded it.</td>
</tr>
<tr>
<td>Ryan et al. (1983)</td>
<td>V, E, P, IC, 2, F, S</td>
<td>Same on verbal and engagement-contingent. There were two performance-contingent groups, one informational and one controlling. There were three no-reward control groups, one with informational positive feedback, one with controlling positive feedback, and one with no feedback. We compared performance-contingent with both comparable-feedback controls and no-feedback controls in the moderator analyses. C &amp; P did only the comparable-feedback comparisons. Also, C &amp; P did not do an informational-controlling comparison.</td>
</tr>
<tr>
<td>Salancik (1975)</td>
<td>P, 2, F, S</td>
<td>Same coding. C &amp; P collapsed across positive and negative feedback conditions, but we did a moderator analysis for positive versus negative.</td>
</tr>
<tr>
<td>Sansone (1986)</td>
<td>V, 2, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Sansone (1989)</td>
<td>V, 2, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Sansone et al. (1989)</td>
<td>V, 2, S</td>
<td>Same.</td>
</tr>
</tbody>
</table>
### Table A1 (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Variables</th>
<th>Comparison with Cameron &amp; Pierce's (1994) analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shanab et al. (1981)</td>
<td>V, 2, F, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Shiffman-Kaufman (1990) D</td>
<td>E, P, 1, F, S</td>
<td>Excluded, Type I. For comparability with other studies, we used only data from the 10-day assessments.</td>
</tr>
<tr>
<td>A. T. Smith (1980) D</td>
<td>E, DT, 1, F</td>
<td>Excluded, Type I. In this study, there was also a condition called positive feedback, but the statements were not competence feedback.</td>
</tr>
<tr>
<td>T. W. Smith &amp; Pittman (1978)</td>
<td>P, 2, F, S</td>
<td>Same for self-report. C &amp; P imputed a score of 0.00 for free-choice performance, even though means and significance tests were reported.</td>
</tr>
<tr>
<td>W. E. Smith (1975) D</td>
<td>V, U, P, 2, F, S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Sorensen &amp; Maehr (1976)</td>
<td>C, 1, F</td>
<td>Excluded, Type II.</td>
</tr>
<tr>
<td>Staw et al. (1980)</td>
<td>C, 2, S</td>
<td>Participants got a $1 reward for completing 15 puzzles, making the study completion-contingent, but C &amp; P coded it engagement-contingent.</td>
</tr>
<tr>
<td>Swann &amp; Pittman (1977), Exp. 1</td>
<td>N, E, 1, F</td>
<td>Same.</td>
</tr>
<tr>
<td>Swann &amp; Pittman (1977), Exp. 2</td>
<td>E, 1, F</td>
<td>There were two engagement-contingent groups, an engagement-contingent plus verbal-rewards group, and two no-reward control groups. There was not a control group for the engagement plus verbal group. We compared the two engagement with the two control groups, but C &amp; P used all three reward groups.</td>
</tr>
<tr>
<td>Taub &amp; Dollinger (1975)</td>
<td>P, 2, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Thompson et al. (1993)</td>
<td>E, 2, F</td>
<td>Excluded, Type III.</td>
</tr>
<tr>
<td>Tripathi &amp; Agarwal (1985)</td>
<td>V, E, 2, F, S</td>
<td>Nearly the same.</td>
</tr>
<tr>
<td>Tripathi &amp; Agarwal (1988)</td>
<td>E, P, 2, F, S</td>
<td>Same for engagement-contingent on free-choice. For performance-contingent, there were two tasks, with free-choice data reported for only one. Both we and C &amp; P used the data for the one task and assigned d = 0.00 for the other, but C &amp; P averaged the effects, whereas we combined them meta-analytically. In the self-report data, C &amp; P combined the engagement and performance conditions, so it is unclear which analysis they were used in.</td>
</tr>
<tr>
<td>Vallerand (1983)</td>
<td>V, 1, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Vallerand &amp; Reid (1984)</td>
<td>V, 2, S</td>
<td>Same. This study had pre-post data for a rewards group and a control group. C &amp; P did pre-post analyses for the rewards group and ignored the control group. We compared the rewards group with the control group with pre-post analyses. We coded it completion-contingent, but C &amp; P did not code it.</td>
</tr>
<tr>
<td>Vasta &amp; Stirpe (1979)</td>
<td>C, 1, F</td>
<td>Same.</td>
</tr>
<tr>
<td>Weinberg &amp; Jackson (1979)</td>
<td>P, 2, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Weiner (1980)</td>
<td>C, 2, F, S</td>
<td>Participants received $2.5 for each anagram completed, which makes the study completion-contingent, but C &amp; P coded it performance-contingent.</td>
</tr>
<tr>
<td>B. W. Williams (1980)</td>
<td>E, 1, F, S</td>
<td>Same.</td>
</tr>
<tr>
<td>Wilson (1978) D</td>
<td>E, DT, 2, F, S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Wimperis &amp; Farr (1979)</td>
<td>N, C, 2, S</td>
<td>In one group, participants received $1.75 for being in the study, making it task-noncontingent, but C &amp; P coded it engagement-contingent. In the other, participants were paid for each model or subunit completed, making it completion-contingent, and C &amp; P coded it performance-contingent.</td>
</tr>
<tr>
<td>Yuen (1984) D</td>
<td>E, 2, F, S</td>
<td>Excluded, Type I.</td>
</tr>
<tr>
<td>Zinser et al. (1982)</td>
<td>V, 1, F</td>
<td>Same.</td>
</tr>
</tbody>
</table>

Note. D = unpublished dissertation; V = verbal rewards; U = unexpected tangible rewards; N = task-noncontingent rewards; E = engagement-contingent rewards; C = completion-contingent rewards; P = performance-contingent rewards; DT = dull-task condition included in study and used in supplemental meta-analysis; IC = informational versus controlling comparison was made in supplemental meta-analysis; 1 = participants were children; 2 = participants were undergraduates; F = free-choice dependent measure was used; S = self-report measure was used. *Same* means that Cameron and Pierce (1994) and we coded the study the same, used the same control groups, and found effects sizes that did not differ from each other by more than 0.10 in either direction. t C & P refers to Cameron and Pierce (1994). t Nearly the same means the studies were coded the same, and the same control groups were used, but the effect sizes differed by more than 0.10, probably due to differences in estimation of standard deviations. If the discrepancy is large, we make note of that. t Excluded, Type I refers to dissertations, and Cameron and Pierce (1994) excluded all dissertations. t Excluded, Type II refers to studies that Cameron and Pierce (1994) excluded for no apparent reason. t Cameron and Pierce (1994) did not use the term engagement-contingent. When we say they coded a reward engagement-contingent, it means that they coded it as both "task-contingent" and what they referred to as not contingent using a behavioral definition. Because the intersection of those two codes is equivalent to our engagement-contingent code, we say that they coded it as engagement-contingent to minimize confusion for the reader. Similarly, they did not use the term completion-contingent, but what they coded as both "task-contingent" and contingent using a behavioral definition is equivalent to what we call completion-contingent. t These studies used both interesting and uninteresting tasks. We excluded the uninteresting tasks from the primary meta-analyses and included them in the supplemental meta-analysis concerned with initial task interest. Cameron and Pierce (1994) collapsed across the interesting and dull tasks even though it has been firmly established in the literature that initial task interest interacts with reward effects. t Excluded, Type III refers to studies that Cameron and Pierce (1994) excluded because they were published after Cameron and Pierce's cutoff date.

(Appendixes continue)
Appendix B

Studies Excluded From Our Meta-Analyses

Studies included in the meta-analyses by Eisenberger and Cameron (1996) and Cameron and Pierce (1994) that we excluded, with the explanations for why we excluded them.

Table B1

<table>
<thead>
<tr>
<th>Study</th>
<th>Reason for exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boal &amp; Cummings (1981)</td>
<td>We excluded this because all participants received monetary payments (hourly wages) so there was not a no-rewards control group. For more detail, see Footnotes 1 and 6 to main text.</td>
</tr>
<tr>
<td>Boggiano &amp; Hertel (1983)</td>
<td>We excluded this because participants did not work on the target task before the dependent variable was assessed. Cameron and Pierce (1994) coded it unexpected and reported a $d = 0.02$, which is as we would expect.</td>
</tr>
<tr>
<td>Freedman &amp; Phillips (1985)</td>
<td>We excluded this because the interest level of the task was below the midpoint of the scale, so it did not examine reward effects on interesting tasks.</td>
</tr>
<tr>
<td>Horn (1987)</td>
<td>Very little detail was presented about methods or results. Cameron &amp; Pierce (1994) indicated that they could not tell if the reward was expected or unexpected or what type of reward contingency was used, so it is unclear whether they actually included the study in any analyses.</td>
</tr>
<tr>
<td>Shapira (1976)</td>
<td>A study of preferences for level of challenge under reward versus no reward. We excluded it because rewarded participants worked on much easier puzzles than did nonrewarded participants.</td>
</tr>
<tr>
<td>Wicker et al. (1990)</td>
<td>This study was not designed to evaluate reward effects on intrinsic motivation. It concerned the correlations between free-choice persistence and various mood variables, so the rewards manipulation was incidental. No cell means were reported for any variables, and there was no mention of whether any between-group tests were done or whether rewards affected any variables.</td>
</tr>
</tbody>
</table>

Note. Cameron and Pierce (1994) did a separate, supplemental meta-analysis of studies with single-subject designs that did not have no-reward control groups. We did not include those studies because they did not meet the inclusion criterion of having a no-reward control group. The studies were Davidson and Bucher (1978); Feingold and Mahoney (1975); Mawhinney, Dickinson, and Taylor (1989); and Vasta, Andrews, McLaughlin, Stirpe, and Comfort (1978).